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Abstract 

In this work Ant colony optimization algorithm (ACO) & particle swarm optimization (PSO) 

algorithm has been hybridized (called as APA) to solve the optimal reactive power problem. In 

this algorithm, initial optimization is achieved by particle swarm optimization algorithm and then 

the optimization process is carry out by ACO around the best solution found by PSO to finely 

explore the design space. In order to evaluate the proposed APA, it has been tested on IEEE 300 

bus system and compared to other standard algorithms. Simulations results show that proposed 

APA algorithm performs well in reducing the real power loss. 
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1. Introduction

Reactive power problem has been the key in power system operation & control, since it plays 

major role in secure & economic operation of the power system. Many conventional techniques 

[1-6] used for solving the problem. But many drawbacks have been found in the conventional 

methods and mainly difficulty in handling the inequality constraints. Last two decades many 

evolutionary algorithms [7-18] continuously applied to solve the problem. In this work PSO, ACO 

and their combinations are focused [19-31]. PSO was inspired by the social behaviour of organisms 

such as bird and fish flocking. As compared to other robust design optimization methods PSO is 

more efficient, requiring fewer number of function evaluations, while leading to better or the same 

quality of results. Also PSO has some defect such as trapping into local optimum in a complex 

search space and disability to do a good local search around a local optimum. It is known that the 

PSO may perform better than the other meta-heuristic optimization techniques in the early 

iterations, but it does not appear competitive when the number of iterations increases. ACO was 

inspired by the behaviour of real ant colonies in finding the shortest paths between food sources 
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and their nest. ACO was combined with PSO to improve the operation of PSO in for solving the 

continuous unconstrained problems. In this algorithm, a preliminary optimization is achieved by 

PSO. Then another optimization process is performed by ACO around the best solution found by 

PSO to finely explore the design space. In this work, the exterior penalty function method (EPFM) 

is employed in the framework of the sequential unconstrained minimization technique (SUMT) to 

handle the constraints. In order to evaluate the proposed APA, it has been tested on IEEE 300 bus 

system and compared to other standard algorithms. Simulations results show that proposed APA 

algorithm performs well in reducing the real power loss.  

 

2. Problem Formulation  

 

Main aim is to minimize the system real power loss & given as, 

 
Ploss= ∑ gk(Vi

2+Vj
2−2Vi Vj cos θij

)
n

k=1
k=(i,j)

                                                                                                 (1)       

      

Voltage deviation magnitudes (VD) is, 

 

Min (VD) = ∑ |Vk − 1.00|nl
k=1                                                                                                          (2) 

 
Load flow equality constraints: 

 

PGi – PDi − V
i ∑ Vj

nb
j=1

[
Gij cos θij

+Bij sin θij
] = 0, i = 1,2 … . , nb                                                               (3) 

                                                                        

QGi − QDi −  V
i ∑ Vj

nb
j=1

[
Gij sin θij

+Bij cos θij
] = 0, i = 1,2 … . , nb                                                          (4)                                       

Inequality constraints are: 

 

VGi 
min ≤  VGi ≤ VGi

max, i ∈ ng                                                                                                                (5) 

 

VLi 
min ≤  VLi ≤ VLi

max, i ∈ nl                                                                                                               (6) 

 

QCi 
min ≤  QCi ≤ QCi

max, i ∈ nc                                                                                                            (7) 

 

QGi 
min ≤  QGi ≤ QGi

max, i ∈ ng                                                                                                              (8) 

 

Ti 
min ≤  Ti ≤ Ti

max, i ∈ nt                                                                                                                (9) 

 

SLi 
min ≤ SLi

max, i ∈ nl                                                                                                                         (10) 
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3. Hybridization of Ant Colony Optimization Algorithm & Particle Swarm 

Optimization Algorithm  

 
Ant Colony Optimization (ACO) 

ACO is based on the cooperative behavior of real ant colonies, which are able to find the shortest 

path from their nest to a food source. The ACO process can be explained as follows. The ants start 

at the home node, travel through the various nodes from the first node to the last node, and end at 

the destination node in each iteration. Each ant can select only one node in each layer in accordance 

with the state transition rule [27,28]. An ant k, when located at node i, uses the pheromone trail τij 

to compute the probability of choosing j as the next node: 

 

𝑃𝑖𝑗
(𝑘)

= {

𝜏𝑖𝑗
𝛼

∑ 𝜏𝑖𝑗
𝛼

𝑗∈𝑁𝑖
𝑘

 𝑖𝑓 𝑗 ∈  𝑁𝑖
(𝑘)

0 𝑖𝑓  𝑗 ∉  𝑁𝑖
(𝑘)

                                                                                                           (11) 

 

Where α denotes the degree of importance of the pheromones and 𝑁𝑖
(𝑘)

 indicates the set of 

neighborhood nodes of ant k when located at node i. The neighbourhood of node i contain all the 

nodes directly connected to node i except the predecessor node. This will prevent the ant from 

returning to the same node visited immediately before node i. An ant travels from node to node 

until it reaches the destination node. Before returning to the home node, the kth ant deposits an 

amount of pheromone on arcs it has visited. After all the ants return to the nest, the pheromone 

information is updated in order to increase the pheromone value associated with good or promising 

paths. The updating is achieved as follows: 

 

𝜏𝑖𝑗 = (1 − 𝜌)𝜏𝑖𝑗 + ∆𝜏𝑖𝑗
(𝑘)

                                                                                                                  (12) 

 

∆𝜏𝑖𝑗
(𝑘)

=
𝑄

𝐿𝑘
                                                                                                                                            (13) 

 

Where 𝜌 ∈ (0, 1) is the pheromone decay factor; ∆ 𝜏𝑖𝑗
(𝑘)

 is the amount of pheromone deposited on 

arc ij by the best ant k. also, Q is a constant and Lk is the length of the path travelled by the kth ant. 

When more paths are available from the nest to a food source, a colony of ants will be able to 

exploit the pheromone trails left by the individual ants to discover the shortest path from the nest 

to the food source and back [28]. In fact, ACO simulates the optimization of ant foraging 

behaviour. 

 

Particle Swarm Optimization (PSO) 

The PSO has been proposed by Eberhart and Kennedy [29] to simulate the motion of bird swarms. 

The particle swarm process is stochastic in nature; it uses a velocity vector to update the current 

position of each particle in the swarm. The velocity vector is updated based on the memory gained 

by each particle, conceptually resembling an autobiographical memory, as well as the knowledge 

gained by the swarm as a whole. Thus, the position of each particle in the swarm is updated based 

on the social behaviour of the swarm which adapts to its environment by returning to promising 

regions of the space previously discovered and searching for better positions over time. 

Numerically, the position of the ith particle, Xi, at iteration t + 1 is updated as follows: 
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Xi
t+1 = Xi

t + Vi
t+1                                                                                                                             (14) 

 

Where Vi
t+1   is the corresponding updated velocity vector given as follows: 

 

Vi
t+1 = ωVi

t + c1r1(Pi
t − Xi

t) + c2r2(Gbest
t − Xi

t)                                                                             (15) 

 

Where Vi
t is the velocity vector at iteration t, r1 and r2 represents random numbers between 0 and 

1; Pi
t represents the best ever particle position of particle i, and Gbest

t  corresponds to the global best 

position in the swarm up to iteration t. The remaining terms are problem dependent parameters; in 

this paper, cognitive parameter, c1, and c2, social parameter, are considered to be equal to 2. Also, 

ω is the inertia weight which plays an important role in the PSO convergence behaviour. 

 
Due to the importance of ω in achieving efficient search behaviour the optimal updating criterion 

is taken as follows: 

 

𝜔 = 𝜔𝑚𝑎𝑥 −
𝜔𝑚𝑎𝑥−𝜔𝑚𝑖𝑛

𝑘𝑚𝑎𝑥
∙ 𝑘                                                                                                                (16) 

 

Where ωmax and ωmin are the maximum and minimum values of ω, respectively. Also, kmax, and k 

are the number of maximum iterations and the number of present iteration, respectively. 

 

One of the defect known in PSO is that for swarm which have information about the global best 

solution (Gbest), the second and third part of the velocity update equation (Eq. (15)) is zero, thus 

swarm’s behaviour is on the last motion vector, also because ω is less than one, this part has been 

damped and the other swarm converge to the best swarm (Gbest). This is the reason that cause to 

precocious convergence of algorithm and PSO disable to do a good local search. In order to solve 

this problem and improve the performance of PSO, new terms has been added to the velocity 

updating equation. 

 
In this study, in order to improve the computational performance of PSO and ACO are serially 

integrated at first by using the EPFM and choosing the minor penalty parameter a swarm including 

np particles is randomly selected and PSO is employed to achieve a preliminary optimization task. 

As the rp is small, PSO converges to an infeasible solution. In this process the best solution is saved 

as Gbest in the memory of the algorithm. In the next step, a new swarm is generated based on 

elitism. The new elite swarm is created by the means of giving more chance to survive the elite 

particles. In this case, Gbest is transformed to the new swarm and the remaining ones are randomly 

selected as follows: 

 

𝑋𝑗 = 𝑁(𝐺𝑏𝑒𝑠𝑡, 𝛼𝐺𝑏𝑒𝑠𝑡), 𝑗 = 1,2, . . , (𝑛𝑝 − 1)                                                                                    (17) 

 

Where Ν (Gbest, 𝛼 Gbest) represents a random number normally distributed vector with the mean of 

Gbest and the standard deviation of 𝛼Gbest. The produced elite swarm is employed by PSO to 

achieve another optimization process. In this process according to the SUMT concepts, the penalty 

parameter is increased as: 

 

𝑟𝑝
𝑘+1 = 10𝑟𝑝

𝑘                                                                                                                                      (18) 
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This procedure is continued until PSO finds a feasible Gbest. This process is entitled as global 

search phase (GSP). In the second stage a finer search is implemented about the feasible Gbest 

found by PSO in GSP. A new elite population is created using Eq. (17) and ACO is employed to 

achieve the optimization task. The best solution found by ACO is considered as the final solution. 

This later process is termed as local search phase (LSP). 

 

1) Start 

2) Initialize rp by a small value 

3) Initialize a swarm of np particles 

4) Update particle velocities 

5) Update particle positions 

6) Score new particles 

7) Update 𝑃𝑖
𝑡 and Gbest 

8) Convergence? if yes go next step, else go to step 3 

9) Producing new elite swarm: 

• Gbest from previous optimization process 

• (np-1) normally distributed random particles 

(X j = Ν (Gbest, α Gbest)) 

10) Update rp for a new optimization process 

11) Is Gbest feasible? If yes go to next step else go to step 3 

12) Producing new elite ants: 

• a.Gbest from GSP 

• b.(np-1) ants from (X j = Ν(Gbest , α Gbest ) ) 

13) Construct solution using the pheromone trail and randomization 

14) Update the amount of pheromone 

(Increase for better values and reduce for all others) 

15) Convergence? If yes go to step 3, else go to step13 

16) Final solution contains maximum pheromones 

 
4. Simulation Results 

 

Finally, IEEE 300 bus syste[34] is used as test system to validate the performance of the proposed 

Apidae algorithm. Table 3 shows the comparison of real power loss obtained after optimization. 

 

Table 3: comparison of real power loss 

Parameter  Method EGA [33] Method EEA [33] Method CSA [32] APA 

PLOSS (MW) 646.2998 650.6027 635.8942 624.0022 

 

5. Conclusion 

 
In this work hybridized algorithm, successfully solved the optimal reactive power problem. Initial 

optimization is achieved by particle swarm optimization algorithm and then the optimization 

process is carry out by ACO around the best solution found by PSO to finely explore the design 

space. Proposed APA has been tested in IEEE 300 bus system and compared to other standard 

algorithms. Simulations results show that proposed APA algorithm performs well in reducing the 

real power loss.  
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