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Abstract:
In this study, Travelling Salesman Problem (TSP), an NP-hard problem, is addressed. In order to get the best results with a view to directing TSP heuristics, the ant colony algorithm was used for solution purposes. The purpose was to solve the problem of setting a course for the bread distribution trucks of Istanbul Halk Ekmek (Public Bread) Company using the ant colony algorithm on TSP. A liquid called Pheromone, which ants release in order to establish communication among them, is known as the most fundamental matter to provide this communication. In this research, artificial ants, which function with the logic of finding the shortest path in the area where they are located, were utilized. The purpose of our programme is to determine the shortest route for the arrival of the distribution trucks to the kiosks where bread is sold to the public. The route developed by the programme is displayed over Google maps.
Motivation/Background: Explain the importance of the problem investigated in the paper. Include here a statement of the main research question.
Method: Give a short account of the most important methods used in your investigation.
Results: Present the main results reported in the paper.
Conclusions: Briefly present the conclusions and importance of the results. Concisely summarize the study's implications. Please do not include any citations in the abstract.
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## 1. Introduction

Together with increasing competition, the significance of the problems related to the distribution of information, raw materials, goods and services, also increases. The competition between companies in terms of distribution activities has led to the differentiation in ways of the determination of the routes. In order to optimize and manage distribution network processes of the companies in an effective way, solutions should be developed especially in the fields of transportation and distribution. One of these decisions is related to the routing from the premises of the company to the customers' locations. Such problems that the companies had to manage set
the way for the definition of the new problems in the literature and to the development of new techniques for their solution. Travelling Salesman Problem has been one of the important optimisation problems on which researchers have worked in recent years. Travelling Salesman Problem (TSP) is an optimization problem trying to find the way or the tour/route which starts from a certain place and returns to the same point after visiting all the points in the list only once. In terms of the difficulty to be solved, it is classified among NP-Hard Problems [1].

In the literature, vehicle routing problem TSP is expressed as a more improved version. This is so because there are more vehicles used and more constraints applied. In Travelling Salesman Problem,

- The seller wants to sell his goods in " $n$ " number of cities,
- The seller wants to complete the tour in the shortest way and by visiting $n$ number of cities only once,
- As the number of cities increases, the difficulty of the problem increases.
- The aim of the problem is to be able to present the shortest path to the salesman. Simply stated, in a symmetric problem with $n$ cities, the number of possible tours is $n!/ 2$. When the problem is asymmetrical, it becomes $n!$.

The Vehicle Routing Problem was first studied by Dantzig and Ramser in 1959 [2]. In that study, the aim was to minimize the vehicle routing in order to minimize the cost of transporting gasoline to the petrol stations and the distance covered. Below is an illustration of the TSP Problem.


Figure1: Travelling Salesman Problem

## 2. Basic Routing Problems

Basic Routing Problems (BRT) appears as the optimization problems that arise during product distribution, which is the last ring of supply and planning chain. Among the basic routing problems, Travelling Salesman Problem is preferred as the most common research subject. It would be more appropriate to evaluate other methods as derivatives of Travelling Salesman Problem [3].

### 2.1. Travelling Salesman Problem (TSP)

Travelling Salesman Problem has come into existence as a result of the improvement of the problems with separate start and end points. The return of the vehicle to the start point is necessary for the realization of the tour. This increases the complexity of the situation. The goal is to find the sequence through which the points are passed with a view to minimizing the total time and the distance of the tour. Waste collection and school vehicle routes are among examples of these kinds of routing problems; It is possible to increase the number of the examples. Such problems are generally referred to as "Travelling Salesman Problem" [4].

### 2.2. Chinese Postman Problem (CPP)

Chinese Postman problem is the solution of the problem with minimal cost, provided that each and every target point must be passed at least once. CPP was first researched in 1962 by a Chinese mathematician, Mei-Ko Kwan. The problem arose with the necessity for a postman to distribute letters he receives from a postal office by visiting all the streets in the city in the shortest possible way. After the distribution of the letters, the postman must return to the point where he begins the tour [5]. Although CPP resembles the Travelling Salesman Problem (TSP), there are significant differences between them. The TSP is a node routing problem and it is about finding the shortest tour possible provided that each node is visited only once (Hamiltonian path). The main difference between CPP and TSP is that in CCP, instead of nodes, it is necessary to pass through the edges connecting these nodes and this must happen at least once [6]. If a Euler path is not achieved in the graph of the CCP problem, it could be possible to pass through edges more than once in order to complete the tour.

### 2.3. Multiple Travelling Salesmen Problems (MTSPs)

These are the situations where the shortest route is found in traveling salesman problems by adding more than one vehicle. N vehicles leave a warehouse and return to the same place. Each vehicle should visit at least one node. There is no restriction for visiting more than one node.

### 2.4. Single-Warehouse, Multiple-Vehicle and Multiple-Stop Distribution Problems

This is the most common routing problem. The solution method for this problem is to find the distribution paths that will enable the vehicles leaving from the same warehouse to find the shortest route for all stops/points and to return back to the warehouse. In this problem, demands in all points are found deterministically. Studies were carried out by Golden on this subject [7].

### 2.5. Multiple-Warehouse, Multiple-Vehicle and Multiple-Stop Distribution Problems

This is the problem where all trucks belonging to a Seller depart from more than one warehouse. In this problem, every truck should return to the same warehouse from which it previously departed from. Gillet and Johnson solved this problem through Gillett and Johnson have solved such problems in two phases with the assignment-sweep method. First, the distribution points are assigned to warehouses. Secondly, a solution is applied to the warehouse and the points which are assigned to this warehouse. Each phase is handled independently.

### 2.6. Single Warehouse, Multiple-Vehicle and Estimated Demand Distribution Problems

The difference of this problem compared to TG Problem is that the demand in distribution points is unknown. Since the quantity of the demand is not known, the probability distribution is utilized. For the solution of such types of problems, heuristic solution methods are used.

### 2.7. Capacity Constrained BRT

BRT uses, all points/stops as warehouses. This problem is a vehicle routing problem where each customer is visited by a single vehicle. The capacities of the trucks which go to the same point, that is a warehouse, should not be exceeded. The purpose is to minimize the total cost.

### 2.8. Cost Constrained BRT

Its difference from Capacity Restricted Model is that in this model, the restriction of the vehicle cost is taken as the basis rather than vehicle capacity restriction.

### 2.9. Cost and Capacity Constrained BRT

The methods used for the solution of the Capacity Restricted problem and Cost Restricted problem are also used in this model. However, the model is constructed by the use of both restrictions at the same time.

### 2.10. Time-Constrained BRT

This is the most difficult version of vehicle routing problem. In this problem, modelling is made with the condition that each customer has to be served within a certain period of time.

## 3. TSP Application Areas

Some of the areas where TS Problem is used commonly are as following:

- Determining the routes for certain types of vehicles (services, patrol cars, etc),
- The Distribution of the goods by the Seller from one or more than one warehouse to sales points,
- Routing Problems of the Planes,
- Delivery Problem of the Online Sales,
- Distribution Problems (Newspapers, posts, bread, beverages, etc.),
- Gathering of the warehouse materials.


## 4. TSP Solution Methods

Several methods have been developed for the solution of Travelling Salesman Problem. These methods can be classified in three groups: precise, classical heuristic and meta-heuristic. While precise solution methods provide us with the best formulas, they can take longer in terms of time period. On the other hand, other solution methods provide us with the second-best solutions in shorter time periods.

### 4.1. Precise Solution Methods

Precise Solution Methods find the best solution. But the solution time increases exponentially depending on the size/extent of the problem. It is more appropriate for the solution of small and medium level problems. The solution method is easy and provable. There is no single method finding an appropriate and precise solution to all vehicle routing problems.

### 4.1.1. Cutting Plane

It is aimed to reach the most appropriate solution with a whole number by getting rid of some parts of the appropriate solution parameters for which cutting plane algorithms are prepared [8]. In other words, it is the generation of the whole number solution by making use of the constraints. If the new solution after addition of the constraints is a whole number, that means best solution is found. If the number which is found is still a fractional number, then the process of solution is continued by adding constraints until a whole number is obtained.

### 4.1.2. Branch and Bound Algorithm

In 1983, branch and bound algorithm was developed by Balas and Toth. By disregarding the subtour constraints, it was transformed into an assignment problem. It aims to find the routes by the method of adding lines and columns. In order to prevent the assignment of unknown routes, penalty coefficient is applied and by solving it from the beginning once again, the best solution is obtained.

### 4.1.3. Branch and Cut Algorithm

It is made by the combination of branch-bound and cutting plane methods [9] For the solution of the problem, first of all, the model is established by using the objective function and the constraints. The sub-tours used in the solution of the model are equalized to zero and problem is divided into branches. Then, the optimum result is found by adding constraint to the branches that are already obtained [10].

### 4.1.4. Dynamic Programming

Dynamic Programming divides the problem into sub-problems that are independent from each other. By using the solutions of these sub-problems, appropriate vehicle routes are obtained.

### 4.2. Classical Heuristic Solution Methods

This is one of the possible routing solution methods that can produce the best result for TSP. If all possibilities are tried, then the best solution is reached. However, for the solution of the largescale problems, trying all combinations and finding the best solution is not possible given the time limitations. Too much time is required to reach the best solution. Therefore, heuristic methods are developed due to the need for the second best and fast/rapid solutions [11] [12]. Classical heuristic methods could be classified into three groups: route-establishing; routedeveloping and two-phase models.

### 4.2.1. Route-Establishing Heuristics

These were developed between 1959 and 1990. Route establishing heuristics start the solution of the problem with assignments that will not be realized. It aims at the best solution by adding an edge between two nodes. While adding edges, it is controlled whether the vehicle capacity is respected or not.

### 4.2.2. Dantzig and Ramser's Method

Vehicle Routing Problem was first studied by Danzig and Ramser in 1959. With that study, it was aimed that the vehicle routings were minimized so that the routes are determined in the shortest way and with the lowest cost according to the criteria set by the customers in the gasoline service stations [13]. According to the algorithm used, if the total demand of two points is more than the capacity of the vehicle, these two points should be connected [2].

### 4.2.3. Clarke and Wright's Savings Algorithm

It was developed by Clarke and Wright in 1964 by drawing on the study made by Dantzig and Ramser. It is one of the most used algorithms among route-establishing heuristic algorithms. Even if any two points are not connected, the vehicle leaving the warehouse will go and return to and from each point. After the points are connected to each other, first, the vehicle will go to the first point and then to the second point and then will return back to the warehouse. Accordingly, there will be savings depending on the difference between the situation where two points are not connected and the situation where two points are connected. The achievement of the savings is shown in Figure 2.


Figure 2: The achievement of the savings

### 4.2.4. Nearest Neighbour (NN)

It was developed by Bellmore and Nemhauser in 1996. It is a simple algorithm developed in order to solve Travelling Salesman Problem. Here, the first movement is to the nearest point from the start point, then, to the next nearest point and so on. Finally, the vehicle returns to the starting point. The example of the Nearest Neighbour Algorithm is shown in Figure 3.
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Figure 3: Nearest Neighbour Algorithm

### 4.2.5. Route-Developing Heuristics

Route-developing heuristics take the first established solution as the beginning and develop it further. In each repetition, the route is changed, and it is controlled whether the change is a better solution or not [14] [15].

### 4.2.6. 2-Opt Algorithm

It was first developed by Cores in 1958. While a random solution could be taken as the beginning solution, it is also possible to choose the appropriate solution. With the algorithm, first, pair of points is chosen over the possible solution ( $a-c, b-d$ ). Then, the places of the two points are changed without skewing the tour ( $a-b, c-d$ ). The change of the points is shown in figure 4.


Figure 4: Demonstration of 2-opt
If the new found solution is better than the previous one, it is accepted. Otherwise, it continues with the first solution. In this method, the locations of only two points are changed and other points remain fixed. It continues until it is no longer possible to find a better solution with dual change and all possibilities are tried.

### 4.2.7. 3-Opt Algorithm

This is similar to the 2 -opt algorithm, but 3 points, instead of 2 are chosen and relocated. This change could be made in two different ways as shown in Figure 4 and Figure 5 [15].


Figure 5: Demonstration of 2-opt

### 4.2.8. K-Opt Algorithm

In K-Opt Algorithm, 4 or more points are chosen. Although much more time is spent for a solution in k-opt algorithm, the result obtained shows slight improvement. [15].

### 4.2.9. Two-Phase Methods

In two-phase methods, points are divided between vehicles without exceeding capacity limits. In the second phase, a route is drawn for each vehicle [14]

### 4.2.10. Sweep Algorithm

It is a two-phase algorithm developed by Gillett and Miller in 1971. In the first phase, the warehouse is chosen as the centre and all points are drawn on the coordinate plane as shown in Figure 6. In the second phase, the value of the angle between warehouse and $X$ (East-West) axis, is, is calculated for each i point.


Figure 6: Marking of the points and the warehouse on the coordinate plane.
The point for which $\theta \mathrm{i}$ value is the lowest is found, and then, all points are scanned and put into a group until full capacity. When the limit is reached the next point is not added and then, the second group of points is established. The groups established in the second phase are solved in accordance with traveling salesman problem. The scanning in the first phase could be made clockwise or counter clockwise [16].


Figure 7: Grouping of the points

### 4.2.11. Fisher and Jaikumar Algorithm

It was developed by Fisher and Jaikumar in 1981 as a two-phase method. The number of customers is determined for each vehicle. The customers among which the distance is the biggest are chosen. The distances between the points, the routes developed, and the warehouses are calculated. Considering the capacity limits, the nearest points, routes are assigned as shown in Figure 8. In the second phase TSP is solved [17]


Figure 8: Fisher and Jaikumar Algorithm

### 4.2.12. Christofides, Mingozzi and Toth

It was developed as a two-phase method by Christofides, Mingozzi and Toth in 1979. This method was developed in order to solve the vehicle routing problems with time, distance and capacity constraints. It produces the result in accordance with the parameters of $\lambda \geq 1$ and $\mu \geq 1$ given as input by the user. The better one is taken among two solutions. This procedure is repeated for different values of $\lambda$ and $\mu$ parameters. While in the first phase the series are found, in the second phase parallel routes are obtained [18] [19].

### 4.3. Meta-heuristic Solution Methods

With the researches made in recent years, great progress has been achieved in Meta-heuristic solution methods. The solution of grand-scale and complex problems could take a long time with
precise solution methods. With meta-heuristic methods, the solution of these problems could take much shorter time. For this reason, it is the most practical method for the solution of large-scale and complex problems. Since they could provide the nearest solution to the best one (second best solution) in a short period of time, they are utilized extensively [20] [11] [21].

### 4.3.1. Taboo Search

It was developed by Glover and Laguna in 1989. Taboo search algorithm makes the achievement of the best result as it enables researches both in positive and negative directions [20] [15].
The exclusion list is the main feature of taboo search. This is continuously updated and hence, prevents the repetition of the algorithm. However, if the solution is the best one found until that time, the even if it is on the exclusion list, the solution is accepted and the solution (process) is continued. In general, the solutions first get worse and then start getting better.

As taboo search could find the second best solution in a very short time period, it is one of the most used methods [20].

### 4.3.2. Genetic Algorithm

Generic algorithm is the imitation of the naturally developed processes in the problem solution. Problem-solving paradigm was proposed for the first time by Holland in 1975.

First of all, it is started with a solution obtained with other heuristic methods. This is called beginning population. Each parameter of the solution is described as a gene, and the whole solution is accepted as a chromosome. After the completion of the first chromosomes, new chromosomes are created by crossing of the two existing chromosomes or by mutation of a chromosome. With the changing of chromosomes, small changes are made in the values of the genes. In this way, it is aimed to decrease the local minimums. All chromosomes are passed through suitability function and the chromosomes which are most distant from their functions are found and eliminated. The best chromosome, that is the best solution, is obtained.

### 4.3.3. Simulated Annealing

It was developed by Kirkpatrick et al. in 1983. The purpose of the method is to decrease the possibility of choosing the negative progress instead of positive, through repetition. In this way, while at the beginning there are leaps in the positive section the value of possibility approaches to zero as the second best solution is approached and hence the solution area is narrowed [20].

### 4.3.4. Ant Colony

It was developed in 1991 by Dorigo et al. for the solution of the Travelling Salesman Problem. It was developed in a mathematical model by making use of the movements of ants in nature. The ants follow a route randomly after leaving their nest to find food. Let us examine the path followed by ants as shown in figure 9.


Figure 9: The path followed by ants from their nest to the food
The path followed by the ants before which an obstacle is placed is shown in Figure 10.


Figure 10: The ants facing an obstacle
While the ants not facing an obstacle could follow a single path in order to reach to the food. Once an obstacle placed in their path, not they are faced with two alternative roads. The possibility of choosing each of these paths is equal. This choice is randomly made by the ants.


Figure 11: The choice of ants for the path after having faced an obstacle
Ants leave a chemical door called pheromone. Other ants could decide the path to follow, which path is long, and which one is shorter with the help of the odor of this liquid. They choose the paths to follow to reach to the food according to the density of this odor. In this way, after a while, depending on the density of that odor, the usage of the longer path is diminished. In this way, the shortest way is found by the ant [20] [15]. This ants' behaviour is seen in Figure 12.


Figure 12: The latest situation of the path chosen in accordance with the density of pheromone

Although ant colony algorithm is developed in order to solve Travelling Salesman Problem, in the studies made in recent years, it has also been used in situations where more than one vehicle is added and in the solutions of vehicle touring problems by additional constraints [20].

### 4.3.5. Artificial Bee Colony

It is an algorithm developed by Karaboğa in 2005, by making use of the way the bees search for food in nature. The algorithm is composed of bees with a duty (employed bees) and bees without a duty; foods and positive \& negative feedback. The employed worker bees transmit the information related to the place and the quality of the food they bring from certain resources, to other bees. The bees without a duty yare classified into two groups: onlooker bees and scout bees and they search for new sources of food. Scout bees make up to $5-10 \%$ of all bees existing in the hive [20].

### 4.3.6. Particle Swarm Optimization

It was developed by Kennedy and Eberhart by making use of the behaviours of bird swarms. While searching for food, birds are in interaction with each other and they follow the nearest bird. These interactions are determined as the possible particles of the solution and by following the best particle at that movement they try to find the solution. It is easy to use/apply as there are limited number of parameters in the algorithm [22].

## 5. Application

For the sample TSP problem, routing of the vehicles belonging to İstanbul Halk Ekmek Company (Public Bread Inc) was studied. The kiosks where the bread was sold were divided into 3 groups according to 3 factories owned by Halk Ekmek Company. and the routes were created on the basis of these factories. The vehicle route was studied for the Cebeci District which was covered by Cebeci factory. The distances between the kiosks existing in the route and their distances to the factory were determined. Each vehicle in the factory has a capacity of 246 cases of bread. The problem was solved with ant colony algorithm. The distances of the kiosks located in Cebeci Region are exhibited in Table 1 below.

Table 1: Matrix of distances for Factory and the Kiosks in Cebeci District

|  | Büfe 1 | Büfe 2 | Büfe 3 | Büfe 4 | Büfe 5 | Büfe 6 | Büfe 7 | Büfe 8 | Büfe 9 | Büfe 10 | Büfe 11 | Büfe 12 | Büfe 13 | Büfe 14 | Büfe 15 | Büfe 16 | FABRIKA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Büfe 1 | 0 | 450 | 437 | 814 | 432 | 902 | 829 | 1000 | 1000 | 2000 | 2000 | 3000 | 2000 | 2000 | 2000 | 3000 | 3000 |
| Büfe 2 | 450 | 0 | 363 | 742 | 602 | 451 | 692 | 1000 | 1000 | 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | 4000 |
| Büfe 3 | 437 | 363 | 0 | 378 | 931 | 1000 | 433 | 792 | 856 | 1000 | 1000 | 2000 | 2000 | 2000 | 2000 | 2000 | 3000 |
| Büfe 4 | 814 | 742 | 378 | 0 | 712 | 1000 | 752 | 546 | 805 | 1000 | 1000 | 2000 | 2000 | 2000 | 2000 | 3000 | 2000 |
| Büfe 5 | 432 | 602 | 931 | 712 | 0 | 712 | 1000 | 2000 | 2000 | 2000 | 2000 | 3000 | 3000 | 3000 | 2000 | 3000 | 4000 |
| Büfe 6 | 902 | 451 | 1000 | 1000 | 712 | 0 | 643 | 1000 | 2000 | 2000 | 3000 | 3000 | 2000 | 2000 | 2000 | 2000 | 4000 |
| Büfe 7 | 829 | 692 | 433 | 752 | 1000 | 643 | 0 | 542 | 528 | 1000 | 1000 | 2000 | 2000 | 2000 | 2000 | 3000 | 2000 |
| Büfe 8 | 1000 | 1000 | 792 | 546 | 2000 | 1000 | 542 | 0 | 462 | 463 | 479 | 960 | 1000 | 2000 | 2000 | 2000 | 2000 |
| Büfe 9 | 1000 | 1000 | 856 | 805 | 2000 | 2000 | 528 | 462 | 0 | 586 | 593 | 841 | 817 | 1000 | 1000 | 2000 | 2000 |
| Büfe 10 | 2000 | 2000 | 1000 | 1000 | 2000 | 2000 | 1000 | 463 | 586 | 0 | 355 | 858 | 1000 | 1000 | 2000 | 2000 | 2000 |
| Büfe 11 | 2000 | 2000 | 1000 | 1000 | 2000 | 3000 | 1000 | 479 | 593 | 355 | 0 | 481 | 667 | 1000 | 2000 | 1000 | 2000 |
| Büfe 12 | 3000 | 2000 | 2000 | 2000 | 3000 | 3000 | 2000 | 960 | 841 | 858 | 481 | 0 | 406 | 881 | 2000 | 1000 | 1000 |
| Büfe 13 | 2000 | 2000 | 2000 | 2000 | 3000 | 2000 | 2000 | 1000 | 817 | 1000 | 667 | 406 | 0 | 566 | 1000 | 3000 | 2000 |
| Büfe 14 | 2000 | 2000 | 2000 | 2000 | 3000 | 2000 | 2000 | 2000 | 1000 | 1000 | 1000 | 881 | 566 | 0 | 763 | 709 | 2000 |
| Büfe 15 | 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | 2000 | 1000 | 2000 | 2000 | 2000 | 1000 | 763 | 0 | 725 | 3000 |
| Büfe 16 | 3000 | 2000 | 2000 | 3000 | 3000 | 2000 | 3000 | 2000 | 2000 | 2000 | 1000 | 1000 | 3000 | 709 | 725 | 0 | 2000 |
| FABRIKA | 3000 | 4000 | 3000 | 2000 | 4000 | 4000 | 2000 | 2000 | 2000 | 2000 | 2000 | 1000 | 2000 | 2000 | 3000 | 2000 | 0 |

### 5.1. The Solution with TSP Ant Colony Algorithm

The parameters used in the ant colony optimization are as following:
$\alpha$ (alpha): It is related to the amount of Pheromone trace to be used for the current problem. It shows the level of the pheromone to be used for tracing.

B (beta): It is related to the level of hermeneutics to be used in the current problem.
$\rho$ (rho): It shows the evaporation rate of pheromone for the current problem.
m : the number of ants needed for the algorithm used in the Ant Colony Optimization.
Termination condition (Iteration number): It is related to the number of iterations to be applied to the current problem.

For 16 kiosks existing in our application, the most appropriate parameter values appear as follows: alpha:1; beta; 1 ; Rho:1; the number of iterations: 250 and the number of ants: 90 . When the application is run for Cebeci district, the shortest path is found as shown in Figure 13.


Figure 13: The illustration of the best route for Cebeci District
Let us examine step by step the way followed while the best route is being determined. The routing of the route starting from the factory and visiting each of 18 kiosks is shown in Figure 9. The detailed information on the distances of the routing drawn by the applications can be seen in

Table 2: Distances on the route.

| Destination | Distance (meter) |
| :--- | :--- |
| FACTORY | 2000 |
| Kiosk 12 | 1000 |
| Kiosk 13 | 406 |
| Kiosk 14 | 566 |
| Kiosk 16 | 709 |
| Kiosk 15 | 725 |
| Kiosk 9 | 1000 |
| Kiosk 7 | 528 |
| Kiosk 6 | 643 |
| Kiosk 2 | 451 |
| Kiosk 5 | 602 |
| Kiosk 1 | 432 |
| Kiosk 3 | 437 |
| Kiosk 4 | 378 |
| Kiosk 8 | 546 |
| Kiosk 10 | 463 |
| Kiosk 11 | 355 |
| Total Distance | 11241 |

As a result of the Ant Colony Algorithm applied for the İstanbul Halk Ekmek factory and 16 Kiosks in Cebeci District, the best route is calculated to be 11,241 meters.

## 6. Conclusion and Suggestions

In this study, TSP Problems were introduced, and solution methods were discussed. In order to find the best routing of the vehicles, a web-based application was developed and Ant Colony Algorithm (ACA) was used for this application.

As a result of the test carried on during this study, an application enabling the vehicles of the company to save time was developed. By using ACA for 16 kiosks existing in the Cebeci District, in addition to the savings in time, the shortest distribution to the kiosks was maintained with a view to decreasing the costs.

The number of the factories and kiosks used in the study could be further increased. It is applicable to an increased number of points. This study aimed at introducing TSP solution techniques to the academicians making their researches in this area and to provide the manager with a general understanding of the subject.
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