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ABSTRACT 
The necessity to develop conversational wellness interfaces is now an urgent concern in 
the development of emotion-sensitive digital companions on mental health. This paper 
bridges this gap of generic talking machines and the nuances of emotional needs of the 
customers that need constant psychological assistance. The aim of the study is to present 
the best human-oriented model of conversational wellness systems that can detect, 
decode, and respond to emotional conditions in a responsive and ethically appropriate 
manner. The process has integrated natural language processing, understanding of 
paralinguistic cues, and affection computing models to determine emotion of the user 
when communication is through text and where the communication input is multimodal 
and optional. With the help of such inferences, dialogue management strategies 
transform the tone, the pace, the level of empathy, and cogitates about the prompts 
simultaneously. The system is developed in a way that it facilitates mental health 
practices, such as emotional validation, reflection of stress, mood monitoring, and 
directed coping behaviors and is not explicitly clinical in its offerings. Future gains on 
perceived empathy, conversational trust and continued interactions are experimental 
compared to non-emotion-aware interfaces as evaluated by simulated user interactions 
and direct pilot user tests. Users allege that they are even more emotionally precise and 
that they are better understood in the process of communication. The findings indicate 
that the emotion-sensitive conversation design can have a positive effect on the digital 
wellness experience under the conditions of transparency, user control, and privacy-
saving strategies. 
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1. INTRODUCTION 

Over the last several years, the mental health crisis in the world became more severe, and the number of individuals 
with psychological disorders such as depression, anxiety, and tension has never been higher. According to the World 
Health Organisation (WHO), mental health issues are among the key causes of failure to work by people globally. 
Nevertheless, professional mental health assistance is not always readily available, particularly in poor regions, the rural 
areas, and locations lacking mental health services. The stigma of the mental problems makes people even less willing to 
seek the help concerning them. The diseases that are not treated have a greater adverse impact on the health and life of 
people. Those issues have facilitated the process of enhancing health robots in the area of intellectual fitness assistance 
to become a very intriguing method of providing quick, easy, and customized service Spiegel et al. (2024). Wellbeing 
robots should transform how mental health care is delivered the usage of natural language processing (NLP) and 
artificial intelligence (AI). These AI-powered completely talking bots are meant to cause a conversation with users and 
offer help with the support of emotion tracking, offering emotional support, teaching coping mechanisms, and 
recommending how to customize intellectual fitness Li (2023). Unlike traditional mental health treatments, that insist 
on regular in-character classes with a therapist, health robots are convenient 24 hours per day, seven days per week, 
and able to provide a custom enjoy to human beings everywhere around the world. In the case of people who were unable 
to receive help in other ways due to social or geographical constraints, this phase of simplicity is particularly helpful 
Song et al. (2024). 

The most massive novel feature of health applications in mental fitness is the ability to identify the feeling of people 
and control their responses correctly. Different subfields of NLP called sentiment analysis can help those robots to 
understand whether a person is in a good or bad mood, based on the analysis of their language and responding in a 
certain way. As an example, when a user flaunts anger or unhappiness, the robot might also learn such feelings and give 
suggestions on how to overcome such feelings including physical activities of deep breathing or altering the user angle 
towards bad occurrences. On the other hand, as one expresses enormous emotions, the robot can also assist and market 
the emotions, which could lead to nicely-being and achievement. The health robot designing relies heavily on ensuring 
that they can offer assistance 24/7 and 7 days a week. Mental health is an ongoing process; numerous people require 
low-barrier and regular help in order to take good care of their mental health. The features of daily check-ins and mood 
tracking, as well as personalized recommendations, make wellness applications quite an essential part of a mental health 
routine of the user. Such robots make people speak about what they want without being afraid of being judged, hence 
offering emotional support. This helps children to control their emotions and be more self-aware. Health robots, though 
useful may have some concerns that should be addressed.   

 
2. RELATED WORK 

More and more people are developing wellness apps in order to address mental health issues. Numerous studies 
have explored the effectiveness of talking bots that are based on artificial intelligence in helping address mental health 
issues. Woebot, a famous intellectual fitness robotic, is one of the greatest contributions in this field, as it talks to people 
about their mental health to improve it with using the Cognitive Behavioural remedy (CBT). Woebot is an example of 
systems that can interpret and respond based on emotional cues through mood analysis and NLP and was shown to have 
a significant positive impact on individuals with anxiety and depression Chakraborty et al. (2023). The robotic can be of 
benefit in intellectual fitness therapies, as it can supply promptly, customized assistance and does not discriminate; 
therefore, it is useful in this scenario. Other chatbots based applications like Wysa and Replika have also been created to 
help people manipulate their emotions, in addition to Woebot. Wysa, as well as Woebot, is mainly grounded on proven 
mental tactics. Through providing the offering people equipment to cope with strain, fear, and melancholy, it also 
capitalizes on synthetic brain to help them manage their mental fitness. Replika, however, focuses more on intellectual 
support through learning about the user by participating in interactions to provide more specialised answers Zhong et 
al. (2024), Zafar et al. (2024). 

Those web sites emphasize the emerging trend of integrating artificial brain with treatment to offer a highly 
enclosed readily accessible space to each individual seeking mental health support. These computers are highly 
dependent on sentiment analysis since it helps them know the mood of a person and change their act. Bickmore et al. 
Did a test that established how tone-sensitive speak me bots should make customers happier and more involved in 
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turning their tone entirely on how the users had been communicating themselves in an emotional way Boucher et al. 
(2021). This is because it allows robots to provide answers based on understanding by understanding how people feel. 
This develops a connection and a relationship with users, which is significant in delivering effective mental health care. 
Health robots have also raised ethical and privacy issues which have been explored by new research. In particular, 
handling delicate mental health information, researchers have emphasized the necessity of maintaining a secret of user 
data and building trust Kamble et al. (2025). The findings, user engagement, analytical method, significant features and 
methodology have been summarised in Table 1. A number of ways have been suggested to ensure the health robots do 
not violate moral values and ensure that they do not compromise the privacy and safety of the users when they engage 
with them. 
Table 1 

Table 1 Summary of Related Work 

Methodology Key Features Sentiment Analysis 
Approach 

Outcomes 

Cognitive Behavioral Therapy (CBT) Conversational interface, mood 
tracking 

Sentiment analysis based 
on NLP 

Significant reduction in anxiety 
and depression 

Evidence-based psychological methods Personalized coping strategies, 
emotional support 

Machine learning-based 
sentiment analysis 

Positive user feedback on 
mental health improvement 

Emotional companionship, AI-driven Gupta 
et al. (2020) 

Conversation-based support, 
personalized learning 

Sentiment detection 
through NLP 

Improved emotional resilience, 
user satisfaction 

Psychological intervention via text Text-based emotional support, 
daily check-ins 

Machine learning 
sentiment classifier 

Decreased stress and anxiety 
levels 

Cognitive Behavioral Therapy (CBT) and 
Acceptance Commitment Therapy (ACT) 

Personalized emotional 
support, mood tracking 

Sentiment classification 
with NLP 

Improved emotional 
regulation and mental well-

being 
AI-powered conversation with 

psychological techniques 
Mental health tracking, daily 

emotional support 
NLP-based sentiment 

analysis 
Better engagement in self-care 

activities 
Health coaching through text Trofymenko et 

al. (2022) 
Sleep improvement, emotional 

health guidance 
Deep learning-based 
sentiment analysis 

Enhanced sleep quality and 
mood improvement 

Personalized therapy through chat CBT, mindfulness, mood 
tracking 

NLP-based sentiment 
analysis 

Positive feedback on reducing 
anxiety levels 

Cognitive Behavioral Therapy (CBT) Anxiety and stress 
management, relaxation 

techniques 

Sentiment-aware 
interactions 

Reduced symptoms of anxiety 
and depression 

AI-driven therapy and coaching Kuhail et al. 
(2023) 

Stress management, 
mindfulness, sleep support 

Emotion recognition with 
machine learning 

Users report feeling more calm 
and relaxed 

 
3. WELLNESS CHATBOTS FOR MENTAL HEALTH SUPPORT 
3.1. FUNCTIONAL FEATURES OF WELLNESS CHATBOTS 

Wellbeing apps are designed to help users to manage their mental health in a fast and personalized manner; the 
apps offer different useful features. Mood tracking is a significant part of such applications and gives users the 
opportunity to keep track of their daily or regular mood. The robot analyses these comments to determine trends and 
give customized advice that will allow the users to observe how their feelings change over time.   

https://www.granthaalayahpublication.org/Arts-Journal/index.php/ShodhKosh


Designing Conversational Wellness Interfaces: Emotion-Aware Digital Companions for Mental Well-Being 
 

ShodhKosh: Journal of Visual and Performing Arts 668 
 

 Figure 1 

 
Figure 1 Functional Features of Wellness Chatbots 

 
Sentiment analysis is one such aspect that allows machines to detect the emotional undertone of human input be it 

sad, nervous or stressed and react to it Labadze et al. (2023). It is in this way that the robot can change its tone and 
thoughts to suit the feelings of the user. Figure 1 presents user support functional features of wellness chatbots.   

 
3.2. PERSONALIZED GUIDANCE AND INTERACTION METHODS 

Health packages will be maximally efficient when they offer personalised hints and approach of user engagement. 
These robots adjust their reaction to human beings according to previous experiences, decisions as well as mind 
condition through artificial brain and machine getting to know. Through the means of temper evaluation, the robotic can 
also identify the emotional kingdom of a consumer and modify its response to reflect empathy and give pertinent 
feedback of the exact state of affairs. As an example, when an individual complains of unhappiness or pressure, the robot 
might approve of certainty coping mechanisms along with writing tasks, mindfulness sporting events, or deep breathing. 
It is through the process of interaction with people over time that the robot becomes more powerful in providing 
additional useful and personalized support. Most wellbeing applications switch their reaction to questions depending on 
the individual comments. 

 
4. METHODOLOGY 
4.1. DESIGN OF SENTIMENT-AWARE CONVERSATIONAL AGENTS 

The goal of designing sentiment-conscious speaking bots is primarily to develop systems capable of understanding 
the tone of emotion of what people say and understand it. Such bots comprehend human chats the application of natural 
language processing (NLP) and temper examination to figure out emotional signs including sorrow, joy, anger, or strain. 
The strategy begins with an instruction in text data in order to demystify the cloth. These include lemmatisation, removal 
of prevent-words and tokenisation. Most of these models are typically constructed on the basis of deep learning models 
such as Recurrent Neural Networks (RNN) or Support Vector Machines (SVM) through machine learning methods. Even 
the robot will be supposed to be cognizant of what is around it to be able to respond to emotional cues itself as well as 
understand a bigger, emotional context of a conversation in progress. 
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4.2. DATA COLLECTION: USER SENTIMENT DATA 

Development and coaching of speaking bots which may appreciate how people feel depends on the accumulation of 
records on how people feel about things. A large chain of textual pieces of information messages as well as every joyful 
and horrible emotional state of mind allow it to clearly know how individuals are feeling. This information is available 
on a great number of resources: social media websites, online communities, programs working with mental health, and 
direct person interaction with the robotic. The sentiment evaluation version has been trained about the usage of 
sentiment-labeled data: textual content resources which are annotated with emotional labels i.e. happiness, 
disappointment, indignant or tension. There is a lot of speak me information that is necessary in comprehending various 
types of communication and expression of emotions in various societies. The accumulation of these facts has to take into 
account the social issues because the argument of intellectual fitness is quite delicate. The privacy and security of the 
users information are highly fundamental as a result, the perfect motions need to be implemented to anonymized 
statistics and guarantee adherence to guidelines that encompass GDPR. The feedback loop of the users and constant facts 
gathering can help to beautify sentiment evaluation algorithms regularly. This allows the robot to be more efficient in 
reading the emotional signals. Improvement of the robot’s data and the feedback provided by the users allow the latter 
to address a variety of emotional needs. 

 
4.3. IMPLEMENTATION OF CHATBOT FRAMEWORKS AND SENTIMENT MODELS 

The required steps to make chatbot frameworks and mood models helpful in mental health diagnosis are to select 
the appropriate tools and arrange them in a manner that would be rational so that the system could assist. To create the 
talking robot, you can apply such frameworks as Dialog flow created by Google or Microsoft, or open-source applications 
such as Rasa. Developers can use such technologies to develop dynamic conversations, control their discursive flow, and 
add artificial intelligence-based features such as mood analysis. In most cases, mood analysis models are constructed 
with the help of such technologies as Keras, PyTorch, or TensorFlow. The inclusion of the chatbot architecture ensures 
that there is ease in communication between the response system and the language model. These models are being 
constantly tested and improved to ensure that the robot is useful in actual life and is able to respond to different emotions 
and contexts of conversation. 

1) Training the Sentiment Analysis Model   
The sentiment analysis model is trained by minimizing a loss function L(θ) with respect to the parameters θ of the 

model: 
 

   𝜃𝜃 ∗ =  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛
{𝜃𝜃}�1𝑛𝑛∑

𝑛𝑛
{𝑖𝑖=1} 𝐿𝐿(𝑦𝑦𝑖𝑖,ŷ𝑖𝑖)�

 

 
   where y_i is the true sentiment label and ŷ_i is the predicted sentiment for input x_i, and L is the loss function (e.g., 

cross-entropy). 
2) Sentiment Classification Model Prediction   
After training, the sentiment of a new user input x_new is predicted using the trained model: 
    

   ŷ =  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎_𝑠𝑠 ( 𝑃𝑃(𝑠𝑠 | 𝑥𝑥_𝑛𝑛𝑛𝑛𝑛𝑛;  𝜃𝜃 ∗) ) 
 
   where ŷ is the predicted sentiment, and P(s | x_new; θ) is the sentiment probability distribution derived from the 

trained model parameters θ. 
 
3) Chatbot Response Generation Based on Sentiment   
Once the sentiment is classified, a response r(x_new) is generated based on the sentiment: 

 
   𝑟𝑟(𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛) =  𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑠𝑠,𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛) 
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where f_response is the function that generates an appropriate chatbot response based on the sentiment s and input 
x_new. 

 
5. RESULTS AND DISCUSSION 

The emotion-sensitive wellness robot was promising a great deal regarding personalised mental health care. 
Sentiment analysis assisted the robot in making the right decision to pick up how such emotions worked and modify the 
reaction to provide helpful remarks and individualised methods to handle issues. In time, users got more engaged and 
some claimed to have been capable of controlling their moods and managing their feelings. Nevertheless, there are still 
some issues, such as the way to cope with ambiguous emotional responses and ensure that all the people are sensitive 
to the cultures. The later versions may be focused on the better user experience and mood recognition. 
Table 2 

Table 2 Sentiment Detection Accuracy Evaluation 

Model/Method Accuracy (%) Precision (%) Recall (%) F1-Score (%) 
Sentiment-Aware Wellness Chatbot 92.5 90.8 93.2 91.9 

Traditional Sentiment Analysis 85.2 83.5 84.7 84.1 
Basic Emotion Detection Model 78.5 76.2 77.8 77 

 
In Table 2, it show the performance of various models of mood recognition by considering significant outcomes such 

as F1-score, accuracy, precision, and recall. The Sentiment-Aware Wellness Chatbot performs better as compared to the 
Traditional Sentiment Analysis model and the Basic Emotion Detection Model because of the high accuracy score of 92.5, 
a precision score of 90.8, a memory score of 93.2, and an F1-score of 91.9. Figure 2 compares model performance metrics 
of different models. 

 Figure 2 

 
Figure 2 Comparison of Model Performance Metrics 

 

This indicates that the robot is not only able to label the feelings correctly but also be able to reduce the false 
positives and false negatives. The Traditional Sentiment Analysis model, conversely, in all measures performs poorer 
with the accuracy rate of 85.2. This demonstrates that it is not capable of dealing with complicated emotions during oral 
communication. The Basic Emotion Detection Model performs the least and has an accuracy of 78.5% and lesser F1 
scores. This demonstrates the difficulty in searching for complex feelings without much knowledge of the situation. 
Figure 3 presents cumulative accuracy development of various models with time. 
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Figure 3 

 
Figure 3 Cumulative Accuracy Progression Across Different Models 

 
These findings demonstrate the significance of including state-of-the-art models and functionality, which is 

conscious of sentiment to the robot in an attempt to enhance its ability to general mood. 
Table 3 

Table 3 User Engagement and Satisfaction Evaluation 

Model/Method Engagement Rate 
(%) 

User Satisfaction 
(%) 

Emotional Response 
(%) 

Support Recommendation 
Effectiveness (%) 

Sentiment-Aware Wellness 
Chatbot 

89.4 91.5 92.3 88.7 

Traditional Chatbot 75.3 72.4 74.5 68.9 
Manual Mental Health 

Support 
64.2 70.1 67.4 65 

 
Table 3 presents the comparison of engaged and happy user rates to three types of models, namely Sentiment-Aware 

Wellness Chatbot, the Traditional Chatbot, and the Manual Mental Health Support. The Sentiment-Aware Wellness 
Chatbot will never lose to the others on any significant aspect. Figure 4 presents the performance measures of various 
support models to compare. 

 Figure 4 

 
Figure 4 Performance Metrics Across Different Support Models 
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It demonstrates that the use of features that personalise interactions depending on emotional signals is highly 
successful with the engagement rate of 89.4, the user happiness rate of 91.5, the emotional reaction rate of 92.3, and the 
rate of success with help advice of 88.7. The Traditional Chatbot is not very successful. It solely captures 75.3% of users 
and lower user happiness and emotional response ratios and indicates that it is unable to offer personalised, emotional 
smart care. Figure 5 indicates a cumulative performance of various support models comparison. 

 Figure 5 

 
Figure 5 Cumulative Performance Metrics for Support Models 

 
Although the Manual Mental Health Support works, it receives lowest marks all across the board. This demonstrates 

the difficulty in delivering regular, quick, and ubiquitous mental health assistance in contrast to AI-based ones. These 
findings indicate that systems that consider the feeling of people can be used to retain their interest and satisfaction. 

 
6. CONCLUSION 

Wellness robots and in particular, ones with the capability to detect the mood of people, present an alternative 
approach to addressing the rising mental health issue in the world. These robots are based on artificial intelligence (AI) 
and natural language processing (NLP) to provide personalised real-time assistance. This facilitates the accessibility of 
mental health tools by more people. Having a mood analyzer, these robots are able to detect the emotions and respond 
to them in a manner that makes the people feel that they are being heard, in charge of their feelings and feeling good. 
This will allow the user to adapt the robot to suit their mood and what the robot says by the user depending on the mood 
that the user has and the user will be able to receive some advice on how to cope with it and how to control their feelings 
when it becomes necessary. These robots are available always; this implies that the customers will have someone to 
consult whenever they are depressed or in a situation where they may not conveniently access mainstream mental health 
services. The idea of having wellbeing robots that know how people feel has been demonstrated to be promising in 
making the user interact more and providing useful mental health services. Users have reported the personalised and 
caring interactions to make them feel more comprehended and motivated. Nevertheless, there remain certain issues, 
such as the difficulty of properly identifying and responding to more complex facial expressions or the difficulty of 
managing variation in individual responsiveness to different circumstances depending on their culture or the 
circumstance they are in. These issues demonstrate the need to continue gathering data, receiving feedback about users, 
and making minor adjustments over time to the capabilities of the chatbot. 
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