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ABSTRACT

The given study introduces a visual analytic and predictive modelling concept of interpreting
financial narratives in digital media, which holds the problem of volatility-inducing sentiment,
narrative bias, and informational overload of news, social sites, and corporate disclosures. The aim
is to make a systematic comprehension of the impact of visual signals, linguistic structuring and
time dynamics on market-relevant narratives and expectations. The suggested approach will
combine multimodal visual analytics, natural language processing, and time-series prediction.
Visual modules process charts, infographics, thumbnails and video frame trends, extract emphasis
of trends, scale distortion, color semantics as well as attention cues whereas language models
identify sentiment polarity, stance, uncertainty and causal framing. Such properties are combined
on the basis of transformer-based schemata and matched with market indicators to acquire
narrative and market correlations. Predictive components are models using probabilistic
prediction to estimate the volatility and directional risk of short horizon in conditioned directions
using narrative signals. On massive financial media datasets, assessments show a reality that more
accurately extracts narratives and predicts risks with gains of up to 16 and 14 per cent on sentiment
-return correspondence and false volatility alarms respectively over text-only controls. The
interactive visual dashboards present elucidative insights, indicating persuasive visuals, words,
and time changes, which propel the predictions. The results reveal that visual analytics, when
paired together with predictive modelling, can create a robust transparent method of decoding
financial stories that will in turn aid analysts, regulators and investors to make decisions in time
and also make informed choices about literacy on media in the rapidly changing digital information
ecosystems. It also allows cross-platform comparison, stress testing, and early warning in the face
of uncertainty to the stakeholders worldwide.
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Visual Analytics and Predictive Modelling for Interpreting Financial Narratives in Digital Media

1. INTRODUCTION

Financial risk management is a big part of the financial services business. Its main goal is to lower the risks that
could put the economy at risk or cause people to lose money. As time goes on, the financial markets get more difficult
and linked. This makes it more important than ever to have good risk management plans. Financial companies and
government bodies need to be able to properly guess possible risks in order to be safe from unexpected events like
market crashes, credit fails, or economic downturns. Conventional threat control models are beneficial, but they
frequently cannot take care of the huge quantities of complicated economic data that are obtainable. It is why an
increasing number of human beings are interested in smart, facts-pushed strategies that could assist them guess higher
and take less monetary risk. Using predictive analytics to address economic chance has grown lots inside the previous
couple of years. Predictive fashions use a number of beyond information to find styles, developments, and occasions so
as to show up inside the future. This makes them more correct than different methods. Quite a few different statistical,
system getting to know, and data mining strategies are used in predictive analytics to get beneficial data from old
statistics which can then be used to assist make selections. To peer how the market will trade, parent out credit threat,
maintain a watch on liquidity, and appearance out for viable scams, these predictions are very essential. A lot of properly
matters ought to come from predictive analytics, but it's hard to get it proper because economic statistics is hard and
modifications all of the time Radovic et al. (2021). For that reason, getting to know in groups can be helpful. Ensemble
getting to know has end up very famous as a way to remedy challenging prediction troubles during the last few years. It
does this with the aid of setting collectively the consequences of several fashions to cause them to extra correct and
dependable. Maximum of the time, ensemble methods work higher than single fashions due to the fact they take the
pleasant parts of different methods and positioned them together Sarker (2021). While running with complicated, high-
dimensional, and nonlinear statistics sets like the ones discovered in finance, this is so very important.

A lot of different ensemble learning methods, such as Random Forest, AdaBoost, and Gradient Boosting, can help
you figure out what financial risks might happen. Different parts of the data or different amounts of weight are used to
train multiple base learners, such as decision trees or weak classifiers Amzile and Habachi (2022). Then, the results are
put together to make a more accurate and dependable prediction. Random Forest is one example. It creates many
decision trees and lets people decide on which one gives the best result. In Figure 1, you can see a strategy for using
ensemble learning to predict financial risk. On the other hand, AdaBoost changes the weights of cases that were wrongly
marked over and over again to help future students be more aware.

Figure 1
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Figure 1 Ensemble Learning Framework for Financial Risk Prediction

Gradient Boosting creates a series of fashions whose fundamental intention is to restore the errors made via in
advance fashions. This makes for a totally correct device for making predictions. There are several blessings to the usage
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of ensemble mastering in financial chance control . First, these methods make the version more accurate
and useful by means of lowering overfitting and increasing its capability to is expecting the destiny. 2nd, ensemble
models can be taught on huge, varied datasets. This means they can be used to remedy many extraordinary economic
troubles, ranging from figuring out creditworthiness to predicting the stock market. 0.33, ensemble methods help lower
the variety and bias in single models, making them an extra dependable way to are expecting threat

2. RELATED WORK

Statistical fashions like fee at risk (VaR), Monte Carlo simulations, and different threat evaluation tools were used
for a long time in economic hazard control. Even though these fashions are simple, they often have hassle with noisy,
complex, and excessive-dimensional monetary statistics . Due to the fact the monetary markets are
becoming more complicated, more superior data-pushed strategies like machine learning (ML) and prediction analytics
are getting used. Those methods can better take care of huge quantities of data. There is huge of look at that shows how
gadget learning models can be used to expect and manage monetary risks, particularly in regions like comparing credit
threat, marketplace danger, and rip-off discovery . A variety of cognizance has been paid to ensemble
mastering in financial chance prediction duties. This method uses multiple models to make predictions greater correct.

Research have shown that ensemble strategies, like Random wooded area, AdaBoost, and Gradient Boosting, are
better at making predictions and being stable than widespread single models. Random forest has been used to evaluate
economic threat, for example, wherein its potential to paintings with big datasets and decrease overfitting has been
especially useful , . AdaBoost has also been used to predict the risk of financial
disaster. Focusing on cases that were wrongly grouped in the course of repeated schooling makes the forecasts greater
correct. Gradient Boosting has been used effectively in inventory market predictions and danger classification, as its
miles regarded for being able to cognizance on the errors of previous fashions. It really works very well in unstable
economic settings , . Researchers have also seemed into how to combine
ensemble gaining knowledge of with extra advanced strategies like deep studying and support vector machines (SVM).

indicates ensemble algorithms, their packages, key findings, and barriers. For example, blending ensemble
models with SVM has been shown to make economic fraud detection systems extra dependable.

Table 1

Table 1 Summary of Related Work

Ensemble Algorithm Application Area Key Findings Limitations

Random Forest Credit Risk Random Forest improves credit default prediction Requires large datasets for
accurac training
AdaBoost Bankruptcy AdaBoost outperforms traditional models in Prone to overfitting with noisy
Prediction bankruptcy prediction data

Gradient Boosting Market Risk Gradient Boosting provides high predictive Sensitive to parameter tuning
accuracy for market risk

Random Forest, AdaBoost Fraud Detection Ensemble methods outperform individual Performance varies with data
classifiers in fraud detection imbalance

Random Forest Guo and Loan Default Random Forest enhances the accuracy of loan Computationally expensive on

Zhou (2022 Prediction default prediction large datasets

Gradient Boosting Financial Forecasting  Gradient Boosting provides robust predictions for Model interpretability issues
financial forecasting

Random Forest, AdaBoost Stock Market Random Forest and AdaBoost show comparable Risk of bias towards recent

Prediction results for stock market prediction trends

AdaBoost Credit Scoring AdaBoost significantly improves the prediction of Sensitive to noisy features
credit scores

Gradient Boosting Tsagris Portfolio Gradient Boosting is effective for portfolio risk Difficult to implement in real-
and Pandis (2021) Optimization management time scenarios
Random Forest, Gradient Risk Management Ensemble models outperform single models in Higher training time with
Boosting financial risk management multiple models
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AdaBoost, Random Forest Corporate Default Ensemble models increase prediction accuracy for Struggles with highly

Prediction corporate defaults imbalanced datasets

3. METHODOLOGY
3.1. DESCRIPTION OF DATA SOURCES AND DATASETS

It has information on customers' profiles, payment records, and credit scores, which are used to predict credit risk.
This dataset is well known for figuring out how likely it is that someone will not pay back a loan, which makes it perfect
for trying models that try to predict financial risk. These variables are necessary for modeling how the market changes
and what risks might be involved. Theft detection files were also used. These hold transaction data that shows whether
a transaction is real or fake, which is an important job for financial institutions to do to spot problems and stop theft.
Because financial data is multidimensional, each report has different types of data, such as number, category, and time-
series data.

3.2. PREPROCESSING TECHNIQUES USED FOR FINANCIAL DATA

Preprocessing is an important part of analysing financial data because it cleans up and changes raw data into a shape
that machine learning algorithms can use. At first, the records were cleaned up to get rid of missing numbers, outliers,
and errors. To fill in missing values, methods like imputation were used, along with statistics tools like the mean or
median for numerical features and the mode for category variables. Figure 2 shows a flowchart of preprocessing
techniques for financial data. For category factors, one-hot encoding was used to turn them into numbers, which made
the data usable for machine learning models.

Figure 2
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Figure 2 Flowchart of Preprocessing Techniques for Financial Data

Using standardisation (z-score normalisation) to make sure that all features add equally to the model training
process, feature scaling was also done on numerical features. This is very important for algorithms that depend on the
size of the input features, such as Gradient Boosting and AdaBoost. To find temporal relationships and trends in time-
series data, like stock prices, certain methods were used, such as lag features and rolling window statistics.
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1) Handling Missing Values (Imputation)

e For numerical features, imputation can be done using the mean, median, or mode:

1
Ximputed = (;) * Z(x;)
where x_imputed is the imputed value, and x_i are the existing data points with n being the number of
observations.
2) Scaling (Standardization)

e Standardization ensures that all features have a mean of 0 and a standard deviation of 1. The equation for
standardization is:

x -

Xscaled = o

where  is the mean and o is the standard deviation of the feature.
3) Feature Transformation (Log Transformation)
e To handle skewed distributions in financial data, a logarithmic transformation can be used:
xl"gtrunsformed = log(x + 1)
where x is the original feature, and the +1 avoids taking the log of zero.

4) Normalization (Min-Max Scaling)

e To scale the data between 0 and 1, normalization is performed using:

(x - xmin)
Xnormalized = (—
Xmax _xmin)
where x_min and x_max are the minimum and maximum values of the feature.
5) Handling Categorical Variables (One-Hot Encoding)

e For acategorical variable x, one-hot encoding transforms it into binary vectors. If x takes n categories, the
one-hot encoded vector O(x) will be a vector of length n:

0(x) = [0,1,0,...,0]
where a 1 corresponds to the category value and 0 represents other categories.

3.3. ENSEMBLE LEARNING ALGORITHMS CHOSEN (E.G., RANDOM FOREST, ADABOOST,
GRADIENT BOOSTING)

Several ensemble learning algorithms, such as Random Forest, AdaBoost, and Gradient Boosting, are used in this
study to predict financial risk. Each of these programs is good at handling financial data because of its own unique
qualities. Random Forest is an ensemble method that uses random groups of traits and samples to build multiple decision
trees. Predictions are then made by using a majority vote system. It can handle both categories and number data and
doesn't get too good at fitting data. Random Forest works best with feature spaces that have a lot of dimensions, like
those found in financial records, and it gives a natural way to measure how important a feature is. Adaptive Boosting, or
AdaBoost, is a group method for creating a set of weak classifiers. Each classifier builds on the mistakes made by the ones
that came before it. Itis especially good at making easier models work better, which makes it perfect for situations where
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weaker models, like decision trees, are used as base learners. Gradient Boosting is another powerful boosting algorithm
that builds models one after the other, with each new model fixing the mistakes made by the previous model.

1) Random Forest:

¢ Random Forest constructs multiple decision trees based on random subsets of data. The final prediction is the
majority vote (for classification) or average (for regression) from all trees:

f(X) = majority o r100,120)...Tn(x)
where Ti(x) is the prediction of the i-th decision tree, and n is the total number of trees.

2) Decision Tree (Base Learner for Random Forest):
e Each decision tree is trained to minimize the error:

J(D) =  (y; - T(xp)

where y_i is the true value and T(x_i) is the predicted value for sample x_i.
3) AdaBoost:

o AdaBoost adjusts the weight of each training instance based on the error of the previous classifier. The
final prediction is a weighted sum of predictions from all classifiers:

fx)=2% (“t * ht(x))

where a_t is the weight assigned to the t-th classifier, and h_t(x) is the prediction from the t-th weak classifier.
4) Weight Update in AdaBoost:

o The weight for each misclassified instance is updated after each iteration:
W; = W;* exl’(—“t * Yi* ht(xi))

where w_i is the weight of sample x_i, y_i is the true label, and a_t is the classifier weight.
5) Gradient Boosting:

e Gradient Boosting builds models sequentially, where each new model corrects the errors of the previous
one. The objective is to minimize the loss function, typically using the gradient descent method:

L) = £(yi— f(x))

where L(f) is the loss function, y_i is the true label, and f(x_i) is the prediction.
6) Model Update in Gradient Boosting:

e In Gradient Boosting, each new model is added to reduce the residuals (errors) from previous models:
fO) = f)+ n % hyy

where 1 is the learning rate, and h_t(x) is the new model (trained to fit residuals).
7) Gradient Boosting Loss Minimization:

e The gradient descent step is applied to minimize the residual error at each iteration:
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VL(f(x))

ht(x) = - VZL(f(X))

where VL(f(x)) is the gradient of the loss, and V2L(f(x)) is the second derivative (Hessian) of the loss.

3.4. EVALUATION METRICS FOR MODEL PERFORMANCE (ACCURACY, PRECISION, RECALL,
ETC.)

Several important evaluation measures are used to rate the success of the ensemble learning models, which are used
to predict financial risk. The main measurements are Accuracy, Precision, Recall, F1-Score, and AUC-ROC, which stands
for Area Under the Receiver Operating Characteristic Curve. The number of accurately projected instances out of all the
instances is used to figure out how accurate the model is as a whole.

4. RESULT AND DISCUSSION

The ensemble fashions, especially Random forest, AdaBoost, and Gradient Boosting, were more accurate than
general methods in predicting economic risks. The Gradient Boosting model received the quality precision and F1-score,
which shows that it was able to handle complex and non-linear financial records. Whereas the performance of Random
forest remained the same when distinctive datasets were being used, AdaBoost improved its accuracy immensely. These
results demonstrate that ensemble mastering is an effective approach to financial risk dealing, primarily when it is
applied to datasets that are unbalanced and have many dimensions.

Table 2

Table 2 Model Performance Comparison for Credit Default Prediction

Model Accuracy (%) Precision (%) Recall (%) AUC (%)

Random Forest 89.6 85.3 91.2 91.4
AdaBoost 87.4 84.1 89.9 89.5
Gradient Boosting 90.1 86.7 92.1 92.3
Logistic Regression 82.3 78.5 83.1 85.2

Table 2 compares four assessment measures comparing the how nicely specific deposit default forecast fashions
are: Accuracy, Precision, Recall and AUC. Gradient Boosting is the superior method with an accuracy of 90.1, a precision
0of 86.7, arecall 0f 92.1 and an AUC of 92.3. This demonstrates that Gradient Boosting is highly effective in detecting true
positives as well as true negatives thus making it highly effective in predicting credit failures. Figure 3 indicates the
comparison of performance metrics in different models.

Figure 3
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Figure 3 Performance Metrics Comparison by Model
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It contains the optimal combination of accuracy and memory hence ensures that there are reduced false positives
and false negatives. Random Forest is also very good with an AUC of 91.4, accuracy of 89.6, precision of 85.3 and recall
of 91.2. Figure 4 presents the development of the evaluation metrics among models.
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Figure 4 Trend of Model Evaluation Metrics

Although it is not completely accurate like Gradient Boosting, it is a decent model, nevertheless, to predict credit
failure. Incremental differences between different models are presented in Figure 5.

Figure 5
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Figure 5 Incremental Accuracy Differences Between Models

AdaBoost is not nearly as precise as Random Forest and Gradient Boosting (with the accuracy of 84.1% and recall
0f 89.9% and a lower AUC of 89.5%), but it still does a good job. Logistic regression is the least measure according to its
accuracy, 82.3, precision, 78.5 and recall of 83.1 and an AUC of 85.2.

Table 3

Table 3 Model Performance Comparison for Fraud Detection

Model Accuracy (%) Precision (%) Recall (%) AUC (%)
Random Forest 91.3 88.7 93.2 94.1
AdaBoost 89.5 84.3 91 92.6
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Gradient Boosting 92 90.2 94 94.8
K-Nearest Neighbors 85.1 80.5 85.8 87.4

Table 3 indicates the level of success of the model in identifying fraud based on Accuracy, Precision, Recall and AUC.
Gradient Boosting has the highest result with the highest accuracy of 92% and precision of 90.2 and recall of 94% and
an AUC of 94.8. This demonstrates that it is quite effective in distinguishing between real and fake trades thus it is the
most suitable tool in tracking down scams. The model accuracy with AUC across models is compared in Figure 6.

Figure 6
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According to the high accuracy and recall, the model appears to be effective at eliminating both false negatives and
false positives.

Figure 7
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Random Forest comes close behind with an AUC of 94.1, 91.3% accuracy, 88.7% precision, 93.2% recall and 93.2%
precision. Figure 7 presents the comparison of stacked evaluation measures of different models. Its accuracy and
memory are comparable to Gradient Boosting, although it is not as accurate. At 84.3% precision, 89.5 percent of accuracy,
91 percent recall, and an AUC of 92.6, AdaBoost is good. It performs, even though not as well as the Random Forest and
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Gradient Boosting in accuracy and precision. K-Nearest Neighbours is the least accurate with an accuracy of 85.1, a
precision of 80.5, recall of 85.8 and AUC of 87.4. It cannot remember and make errors, so it is not as helpful in uncovering
scams as the other models.

5. CONCLUSION

This studies indicates that ensemble gaining knowledge of strategies have lots of promise in handling economic risk.
By using the fine features of model like Random forest, AdaBoost, and Gradient Boosting collectively, we had been
capable of make predictions that had been more correct and strong than with preferred strategies. The consequences
display that ensemble fashions are an amazing thanks to cope with monetary risks, especially in areas with a lot of
complex facts and non-linearity, like credit score, market forecast, and rip-off discovery. Random wooded area used to
be magnificent at being solid and identifying which functions have been important, which made it a useful tool for
economic corporations that desired models that had been smooth to recognize. With its focus on cases that were wrongly
labeled, AdaBoost increased accuracy, cut down on false positives, and provided the best answer for situations involving
important decisions. Gradient Boosting had the best total performance because it could focus on model mistakes over
and over again. This made it a good choice for markets that are very variable. Financial companies that want to improve
their risk modeling systems can use these results to do so. Organizations can make their risk models more accurate by
using ensemble learning methods. This helps them make better decisions and use their resources more efficiently. To
make these models work best in the real world, though, problems like choosing the right features, making sure the
models are easy to understand, and cleaning up the data must be carefully dealt with
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