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Shons Increasing rates of undergraduate dropout pose a danger to the credibility, financial
updates stability, and future opportunities of higher education institutions. To address this
critical issue, our study use machine learning to predict which students would withdraw
from a course. Factors influencing student retention include socioeconomic status,
degree of participation, and academic performance, according to our examination of
institutional records and surveys. The research constructs prediction models by using
neural networks, decision trees, random forests, and logistic regression. The accuracy,
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to reduce dropout rates. This study adds to the growing body of evidence that machine
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1. INTRODUCTION
1.1. BACKGROUND

A growing concern for universities and colleges throughout the world is the high rate of student attrition. The number
of students dropping out of school before graduating has been steadily increasing over the last several decades. Students
and schools alike bear a disproportionate share of the financial and human costs associated with this problem, which
wastes exceptional potential [1]. Higher education institutions' long-term success and profitability depend on our
capacity to understand the underlying causes of this tendency and develop strategies to address them. One of the main
causes of the rising dropout rates is the increasingly diverse student body. Institutions are faced with the challenge of
meeting the needs of a more diverse student body as higher education becomes more accessible to people from all walks
of life [2]. There has to be a shift toward more targeted and complex strategies for supporting and retaining children
from varied backgrounds in the classroom. It is crucial to tackle the issue of student retention. Because every student
who leaves represents a lost investment in terms of recruitment, financial aid, and other resources, educational
institutions may suffer significant financial losses due to high student attrition rates. In addition, a school's reputation
may take a hit if a large number of students drop out too soon, which would make it less attractive to potential new
students and maybe make it harder to get grants and other forms of finance. In addition to the consequences for
institutions, student dropouts have substantial personal implications [3]. Many people find that dropping out of school
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too soon limits their career options, lowers their earning potential, and lowers their level of life satisfaction compared
to those who finish their degrees. Institutions, social justice, and economic prosperity may all benefit from a solution to
the student retention crisis.While the importance of keeping students in school is well recognized, there is a significant
gap in our ability to forecast early attrition among undergraduates. Academic advising and counseling, two common
traditional methods for identifying at-risk pupils, rely on subjective judgments and are more reactive than proactive.
Potentially increasing the likelihood of student attrition and decreasing the methodology's effectiveness, this approach
may cause delays in providing the necessary help [4]. Predicting and reducing student attrition is a challenging task for
institutions. Because the factors that affect student retention are complex, there is an inherent impediment. Academic,
socioeconomic, and institutional domains are broad categories into which these elements fall. A student's academic
achievement, attendance, and involvement in extracurricular activities are all indicators of their academic character.
One's financial stability, one's family background, and one's personal circumstances are all examples of socio-economic
factors. The quality of the classroom, the availability of extra help, and the students’ overall happiness are all examples
of institutional factors [5]. A general method for predicting and avoiding dropouts is challenging to devise due to the
interconnectivity of these aspects. Also, since risk factors may change over time, it's important to keep an eye on student
experiences and adjust support systems accordingly.Both the economy and society are negatively impacted by the high
dropout rates. Leaving school before graduating is a huge loss of potential workers' skills and knowledge from an
economic perspective. Economic development and progress can be hindered in the long run if this causes a shortage of
competent personnel across many sectors [6]. People who do not complete their degrees may wind up with substantial
amounts of debt, which may cause economic instability and a drop in consumer spending. From a societal point of view,
high dropout rates may exacerbate inequality-related issues and make social mobility more difficult. Everyone agrees
that education is the key to a better society because it gives individuals the tools, they need to better their own lives and
the world around them [7]. Many kids miss out on these opportunities when they drop out of school, which keeps them
mired in poverty and disadvantage. There is a substantial possibility that strategies for student retention might be
affected by precise prediction. Institutions of higher learning can better address the specific needs of students who are
most likely to drop out if they can accurately identify those students who are most likely to do so. By using this
preventative measure, schools may be able to raise graduation rates, enhance students' performance, and save costs.

1.2. RESEARCH OBJECTIVES

One of the primary objectives of this research is to develop a machine learning model that is capable of properly
predicting the number of students who would withdraw from their undergraduate studies [8]. The use of machine
learning is a powerful instrument that can be used to analyze large datasets and identify nuanced patterns that may not
be immediately apparent when using traditional methods. The purpose of this research is to produce a more accurate
and timely prediction of student attrition by applying these talents. This will enable educational institutions to perform
proactive interventions in order to help students who are susceptible [9]. To achieve this objective, the research will
focus on determining the essential factors that have an effect on the number of students who choose to continue their
education. In order to do this, it is necessary to conduct a comprehensive analysis of a number of academic, socio-
economic, and institutional aspects in order to determine the relative relevance of these elements in predicting student
dropout rates. In order to develop effective intervention strategies and tailor support services to meet the specific needs
of children who are at risk, it is essential to have a solid understanding of these components [9]. An additional key
objective of the research is to give suggestions for educational institutions that are both feasible and implementable, and
these recommendations are generated from model forecasts. The outputs of the machine learning model are then
converted into ideas that may be put into action by administrators, educators, and support people. This is the process
that is undertaken. We will be formulating the proposals in such a way that they precisely target the risk variables that
have been identified and improve overall student retention [10]. Through the successful completion of these objectives,
the research endeavor aims to contribute to the advancement of existing knowledge in the field of educational data
mining and predictive analytics. The findings of this study will provide a key knowledge of the complex dynamics of
student retention and will provide an approach that is driven by data to address this important issue. One of the key
goals of the research is to improve the efficiency of student support services, reduce the number of students who drop
out of school, and encourage the continued academic success of undergraduate students.

2. LITERATURE REVIEW
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Many different theoretical approaches have been used in order to conduct an in-depth investigation of the subject of
student retention and dropout. In his Student Integration Model from 2023, Tinto says that academic and social
integration are both significant factors in determining whether or not a student will continue their education. According
to Tinto, students are more likely to continue their enrollment in an educational institution if they are exposed to
rigorous academics and a strong feeling of social integration inside the institution. The Student Attrition Model
developed by Bean (2019) emphasizes the role of external variables, such as employment, economy, and social support,
in addition to academic features, in determining the decision to drop out of school. In recent years, the area of educational
data mining (EDM) has introduced more sophisticated analytical approaches to the study of student retention.
Techniques from the field of machine learning (ML), which include supervised learning algorithms such as decision trees,
logistic regression, support vector machines, and neural networks, are increasingly being employed to anticipate the
results of students [11]. These methodologies make it easier to investigate huge and complex datasets, hence illuminating
patterns that traditionally used statistical tools could miss. While decision trees are able to process categorical data and
take into account interactions between variables, neural networks are able to express non-linear relationships in the
data [12]. Decision trees possess the capacity to handle categorical data. Because of their adaptability and capacity to
provide precise forecasts, these solutions are well suited for addressing the multifaceted character of the problem of
student dropouts. Historically speaking, there is a long and illustrious history behind the use of traditional statistical
methods to anticipate student dropout rates. The use of logistic regression and linear models in research has led to the
discovery of a number of indicators that have the potential to predict student attrition (Pascarella &Terenzini, 2015).
These factors include grade point average, attendance, and socio-economic status. These techniques, on the other hand,
often operate on the premise of linear associations and may fail to take into account the complex interplay of factors that
influence dropout rates. Conventional techniques have built a solid foundation for understanding the elements that
impact student retention [13], despite the fact that they have certain limitations. Increasing the accuracy of predictions
has been the subject of recent research, which has centered on the use of machine learning techniques. A random forest
technique, for instance, was used by Luan and Zhao (2022) in order to anticipate student attrition, and they achieved a
higher level of accuracy in comparison to that of traditional methods. The findings of their study highlighted the
relevance of using a wide variety of factors, such as demographic data, academic success indicators, and engagement
indicators, in order to improve the accuracy of prediction results. In a similar manner, Xie and Fang (2023) used neural
networks to anticipate the incidence of students ending their participation in online courses. This exemplifies the
capability of deep learning to be utilized in educational environments. The effectiveness of machine learning in the
management of complex and high-dimensional data was shown by the fact that their model demonstrated greater
performance in comparison to logistic regression. An important study that was carried out by Smith and White (2019)
used a combination of machine learning techniques, including logistic regression, decision trees, and gradient boosting
machines, in order to make a prediction about the chance of first-year college students dropping out of school [14]. Their
results highlighted the impact of early academic success and participation in predicting retention when it comes to
making predictions. The researchers were able to determine the advantages and disadvantages of each method by
comparing a number of different algorithms. This allowed them to get valuable insights into the methods that are the
most effective in predicting individuals who would drop out of school.

2.1. PRIMARY FACTORS AFFECTING DROPOUT RATES

There are a number of characteristics that have been identified as being very important markers of student dropout
rates. Indicators of academic success, socioeconomic background, and institutional factors, which include student
engagement, are the three primary categories that may be used to classify the determinants. Indicators of academic
success are often acknowledged as being reliable predictors of student retention [15]. According to Thomas (2022),
academic markers such as a student's grade point average (GPA), attendance records, and participation in academic
activities such as assignments and examinations are accurate predictors of the possibility that a student would eventually
drop out of school. Early intervention strategies are essential because inadequate academic progress may lead to
academic probation and, ultimately, exit from school. This highlights the need of implementing these strategies.
Furthermore, research has shown a positive association between academic engagement and student retention (Astin,
2023). This engagement is measured by the amount of time students spend in class and the amount of interaction they
have with instructors. It is also important to note that the socioeconomic background of people has a significant influence
on the rates of dropouts. According to Haveman and Smeeding (2016), students who come from socioeconomically
disadvantaged backgrounds often face financial challenges that may impede their ability to continue further education.
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When a person's financial situation is unstable, they may experience increased stress and the need to balance their work
and school obligations, which may have a negative impact on their academic performance. Furthermore, first-generation
college students may have restricted access to social and cultural resources that are necessary for effectively navigating
the higher education system, which in turn increases the risk that they will drop out of school (Pascarella et al., 2024).
There is a considerable relationship between the factors of student participation and the factors of institutional
considerations when it comes to deciding student retention [16]. According to Kuh et al. (2008), the quality of the
educational environment, which includes the provision of support services such as academic advising, tutoring, and
counseling, has a significant influence on the outcomes of the students. There is a correlation between the cultivation of
a welcoming and inclusive campus atmosphere and higher rates of student retention at educational institutions.
Additionally, it has been shown that better levels of student involvement and persistence are connected with
participation in extracurricular activities and campus clubs (Tinto, 1993). Students who are actively involved in their
studies are more likely to establish a feeling of connection to their educational institution and demonstrate greater levels
of desire to successfully complete their academic endeavors. This is because active students are more likely to be engaged
in their studies. In addition, findings from recent research have shed light on the role of psychological factors, such as
self-efficacy, resilience, and motivation, in relation to the retention of students. The findings of Robbins et al. (2024)
indicate that students who possess higher levels of academic self-efficacy and intrinsic desire are more likely to continue
their studies [17]. According to these findings, interventions that include the enhancement of students' psychological
resources have the potential to be effective in reducing the number of students who drop out of school. The use of big
data analytics and machine learning in the field of educational research has allowed for the creation of new prospects
for understanding and predicting the rate of student dropout. In the process of analyzing vast amounts of data,
researchers have the potential to identify patterns and connections among variables that were not previously observed.
This all-encompassing approach provides a more in-depth understanding of the factors that influence the retention of
students and has the capacity to provide treatments that are more accurate and efficient.

To provide a brief summary, the theoretical framework and previous research on student retention and dropout
highlight the many and varied facets of this issue. We have been able to significantly increase our ability to estimate
student outcomes thanks to the use of machine learning methodologies, which have surpassed the significant insights
that are provided by conventional statistical methods. Academic performance indicators, socioeconomic background,
institutional difficulties, and student involvement are the primary factors that have an impact on the percentage of
students that graduate from high school. Through the use of these observations, educational institutions have the ability
to develop strategies that are driven by data in order to improve the retention of students and the accomplishment of
their students. The continual use of advanced analytical approaches in educational research has the potential to improve
our understanding of student retention and to help to the creation of teaching practices that are both more effective and
more inclusive.

3. METHODOLOGY

For the objective of predicting the number of students who would drop out of their undergraduate programs using
machine learning techniques, the research makes use of a quantitative research strategy, which is an approach that
comes highly recommended. The use of this approach makes it possible to collect and analyze quantitative data in a
systematic manner, which in turn facilitates the identification of patterns and correlations within a large dataset [18].
The primary objective of the research is to develop a predictive model that is capable of accurately identifying students
who are at a high risk of choosing to withdraw from their educational pursuits. The adoption of a quantitative design is
appropriate because it enables the use of statistical and computational methods to the analysis of the data, which ensures
that the findings are robust and can be replicated. The use of quantitative research in this scenario is justified due to the
fact that it is able to handle enormous datasets and provide objective conclusions based on the data [18]. Quantitative
approaches, on the other hand, provide a scalable way of examining factors across a large population, which ultimately
results in findings that are more generalizable. This is in contrast to qualitative procedures, which focus on subjective
experiences and perceptions. Because it enables the systematic analysis of substantial data on student demographics,
academic achievement, and behavioral traits, this technique is particularly useful in the area of educational research.
This analysis may be carried out in a systematic manner. By doing this research, it is possible to identify significant
predictors of dropping out of school [19]. This study makes use of data gathered from institutional databases, which
provide comprehensive information on the characteristics of students, their academic accomplishments, and their
financial circumstances. In addition, surveys may be carried out in order to obtain information on other elements of
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behavior, such as socioeconomic status, parental education and employment, and other relevant characteristics]. The
information includes attributes such as marital status, nationality, gender, age at enrollment, international status, and
academic variables such as application method, application order, course type, and attendance patterns. Additionally,
the dataset includes elements such as international status. Additionally, it provides information about past credentials,
parental qualifications and occupations, displaced status, educational special needs, debtor status, tuition price status,
and scholarship information. The dataset contains information for a significant number of students, which ensures that
the statistical analysis will be robust and reliable. For instance, the dataset may include information on 10,000 students,
which would cover a variety of characteristics of their educational experience [21]. A number of curricular units that
were enrolled, evaluated, and passed throughout both semesters are included in the academic performance indicators.
Additionally, the grades that were earned are also included. The study takes into account economic indicators such as
the rate of unemployment, the rate of inflation, and the gross domestic product in order to provide a viewpoint on
external factors that may possibly have an effect on the retention of students.The phase of the preparation of the dataset
for analysis that is known as "data preprocessing” is something that is both vital and significant. In order to handle
missing numbers and inconsistencies, this process begins with data cleaning, which is the first of several processes that
make up this procedure [22]. It is possible that data is missing for a variety of reasons, including incomplete records or
errors in the data insertion process. For the purpose of ensuring that the dataset is exhaustive and reliable, methods such
as imputation (which involves the use of mean, median, or mode values) or the elimination of records that include a large
amount of missing data are utilized. During the process of data preparation, essential components such as feature
selection and engineering are used. The procedure of selecting the variables that are most relevant to the prediction
model is referred to as feature selection [23]. Not only does this assist to reduce the total number of dimensions, but it
also improves the overall performance of the model. For the purpose of determining which qualities are the most
important, techniques such as correlation analysis and feature significance ranking, via the use of algorithms such as
random forests, are utilized. There is a procedure known as feature engineering that involves the creation of new
variables or the modification of current variables in order to enhance their capacity to predict outcomes [24]. It is
possible, for instance, to transform the age of persons at the time of enrollment into age categories. On the other hand,
continuous variables such as grade point average may be separated into category ranges. For the purpose of ensuring
that all elements have an equal influence on the model, the procedure of normalizing and scaling numerical variables is
carried out. Methods such as one-hot encoding and label encoding are used in order to convert categorical data into a
numerical representation that is suitable for use by machine learning algorithms. This phase in the preparation process
ensures that the data are in a format that is the most suitable for training the prediction models.

W mnl

Fig 1. EDA of Data

3.1. TECHNIQUES FOR MACHINE LEARNING

For the purpose of developing prediction models for student dropout rates, the study makes use of a number of different
machine learning techniques. The selection of appropriate algorithms is contingent upon the compatibility of such
algorithms with the data type as well as the specific requirements of the research objectives. Logical regression, decision
trees, random forests, and neural networks are some of the important methods that are currently being considered. The
Logistic Regression approach was chosen because of its straightforwardness and its capacity to be quickly
comprehended without much effort. It is especially well-suited for applications that involve binary categorization, such
as predicting dropped out of school [25]. A helpful insight into the link between independent variables and the chance
of dropping out of school may be gained via the use of logistic regression. The ability of decision trees to handle and
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evaluate data that contains both numerical and categorical variables is one of the reasons why they are used this way.
They outline decision criteria via the use of feature splits, which results in a model that is both clear and easy to
understand. As a result of this quality, they are useful in determining the most important factors that lead to dropping
out of school. The Random Forest approach is an ensemble strategy that involves the construction of many decision trees
and the combination of their predictions in order to improve accuracy and reduce overfitting [66]. Random forests are
very effective in managing huge datasets that contain a greater number of features. Additionally, they have the potential
to produce rankings of feature importance, putting an emphasis on the most important elements. Artificial neural
networks, and more specifically deep learning models, are used due to their ability to comprehend complex non-linear
relationships that exist within the data. When it comes to managing large datasets that include intricate patterns, these
models are outstandingly successful. On the other hand, sophisticated models take a greater amount of computer
resources, and in comparison to simpler models, they are more difficult to understand successfully. The dataset is split
into two parts, which are referred to as the training subset and the testing subset, whenever a model is being trained.
This divide is often carried out by using a ratio that has been established, such as 70:30 or 80:20. Methods of cross-
validation, such as k-fold cross-validation, are used in order to ascertain whether or not the model has robust
generalization skills when it is applied to data that it has not been trained on [27]. Partitioning the training set into k
subgroups, training the model on k-1 subsets, and assessing the model's performance on the remaining subset are the
steps involved in this approach. For the purpose of ensuring that the performance of the model is robust and reliable,
the method is repeated k times, with each subset being utilized as the validation set only once. Adjustments are made to
the hyperparameters in order to get the highest possible level of performance from the algorithms that have been chosen
[28]. The learning rate for neural networks, the maximum depth of decision trees, and the number of trees in a random
forest are some of the factors that need to be fine-tuned in order to do this. When attempting to identify the
hyperparameter configurations that are most advantageous, many methods, such as grid search and random search, are
used.

In order to ensure that the performance of the prediction models is thoroughly examined, a number of different metrics
are used in the evaluation process. There are a number of important evaluation metrics, including as accuracy, precision,
recall, F1 score, and the area under the receiver operating characteristic curve (ROC-AUC) [29]. This statistic provides a
quantitative representation of the proportion of cases that were successfully predicted, including both dropout and
graduate cases, in percentage terms. Accuracy is a valuable measure of model performance; nevertheless, it may be
misleading when dealing with imbalanced datasets in which one class, such as graduates, is much more abundant than
other classes. Quantifying the ratio of precisely identified dropouts (true positive predictions) to all occurrences
projected as dropouts (all positive predictions) is what precision is all about [30]. Precision is a statistic that quantifies
the ratio. A model is said to have high accuracy if it has a low rate of false positives. This is a very important characteristic
to have in circumstances where false alarms, which are wrong projections of dropout, may have serious implications.
[30] Recall is a metric that measures the ratio of properly predicted positive occurrences to the total number of genuine
positive instances, which includes all instances of dropouts. It is also frequently referred to as sensitivity or true positive
rate. In order to successfully undertake early intervention efforts, it is vital to have a high recall score, which indicates
that the model is able to properly identify a vast proportion of the actual dropouts. The F1 score is a statistic that includes
both recall and accuracy, and it does so by using the harmonic mean of both. By taking into consideration both false
positives and false negatives, it provides an assessment that is objective and truthful.
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Fig 2. Learning Curve - | Fig 3. Learning Curve - II

It is particularly useful in circumstances when there is a need to strike a balance between memory and accuracy with
regard to the information being recalled. The ROC-AUC statistic is a statistical tool that is used to determine the
equilibrium between the rates of properly recognized positive instances and the rates of mistakenly identified negative
cases at different threshold values [31]. A Receiver Operating Characteristic Area Under the Curve (ROC-AUC) that is
more than one indicates that the model is doing very well, and values that are close to one indicate that the model has
remarkable predictive potential. It is possible to ensure the dependability of evaluation measures via the use of cross-
validation, which also helps to prevent an excessive dependency on a particular subset of the data [32]. The accuracy of
the estimation of the model's capacity for generalization is improved by the use of cross-validation, which involves
determining the average performance metrics across a number of cycles. In the last step, the optimum model is selected
by taking into consideration the evaluation criteria, and it is then validated by utilizing a different test set. It is because
of this that the performance of the model is guaranteed to be robust and may be reliably applied to data that has not been
seen before. Based on the information obtained from the model, educational institutions are then provided with ideas
that may be implemented in order to improve student retention and reduce the number of students that drop out of
school. The purpose of this technique is to give a comprehensive and well-organized strategy for predicting the number
of students who will drop out of their undergraduate programs by using machine learning methodologies [33]. It is the
intention of this project to make use of a large dataset and advanced analytical approaches in order to provide substantial
insights and ideas that can be put into practice in order to improve student retention in higher education.

4. RESULTS AND ANALYSIS

Each of the demographic, academic, behavioral, financial, and economic characteristics are included in the dataset that
is used for the purpose of estimating the number of undergraduate students who would drop out of school. In order to
provide a comprehensive evaluation of each student's past as well as their academic development, these variables
incorporate both qualitative and quantitative data [34 ». The dataset was described using descriptive statistics, which
included information on measures of central tendency, variability, and the overall distribution of the data. These
statistics were generated in order to provide description of the dataset. There are 4391 student records included in the
dataset, and each record has 38 different features with their own unique characteristics. Status of marriage, nationality,
gender, age at enrollment, and international status are all important demographic considerations to consider. A number
of factors, including the manner in which and the order in which applications are submitted, the types of classes that are
taken, the patterns of attendance, and the educational history of both parents, are included in the category of academic
variables. [35] Behavioural and financial features are responsible for explaining characteristics such as displaced status,
educational special needs, debtor status, tuition price payment status, and scholarship information. As well as grades for
both the first and second semesters, academic success is evaluated based on a number of indicators, including credited,
enrolled, reviewed, and allowed curricular units. Data from the economy, such as the rate of unemployment, the rate of
inflation, and the gross domestic product, make it possible to get a contextual knowledge of the academic environment
in which students are immersed. The visualization technique was used to conduct an analysis of the distributions and
correlations of these important characteristics. In order to investigate continuous variables like age at enrollment and
academic grades, histograms and box plots were used. The results of these analyses indicated that the distributions of
these variables were, respectively, normal and skewed [36]. Bar charts were used to graphically portray the categorical
data, such as gender, marital status, and scholarship holder status. With these charts, the frequency of each category was
displayed. The detection of patterns and probable irregularities in the data was made easier by these visualizations,
which led to the establishment of the basis for future inquiry.The objective of this study was to create and evaluate four
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different machine learning models for the aim of predicting student dropouts. These models were Logistic Regression,
Decision Tree, Random Forest, and Neural Network. Measures including as accuracy, precision, recall, F1 score, and ROC-
AUC were used in order to assess the performance of each individual model. With an accuracy of 0.80, precision of 0.79,
recall of 0.81, F1 score of 0.80, and ROC-AUC of 0.82, Logistic Regression, which is well-known for its straightforwardness
and ease of comprehension, was able to accomplish it. An accuracy of 0.78, precision of 0.76, recall of 0.80, F1 score of
0.78, and ROC-AUC of 0.79 were achieved using the Decision Tree model, which effectively captures non-linear
relationships. When compared to the models that came before it, the Random Forest model, which is an ensemble
method, yielded results that were far better. A recall of 0.87, an accuracy of 0.85, a precision of 0.83, an F1 score of 0.85,
and a ROC-AUC of 0.88 were all attained by it. Accuracy of 0.84, precision of 0.82, recall of 0.86, F1 score of 0.84, and
ROC-AUC of 0.87 were all attained by the Neural Network model by the use of complicated patterns. .. In comparison to
the earlier models, the KNN model, which implements an ensemble method, was able to attain greater performance. The
accuracy was 0.79, the precision was 0.80, the recall was 0.77, the F1 score was 0.75, and the ROC-AUC, which measures
the area under the curve, was 0.78. The support vector machine (SVM) model, which is an ensemble technique, succeeded
in achieving greater performance in comparison to the earlier models. A recall of 0.87, an F1 score of 0.85, an accuracy
of 0.85, a precision of 0.80, and a ROC-AUC of 0.88 were all attained by it. Because it got the highest scores across all of
the metrics, the Random Forest model came out as the model that performed the best when compared to the other
models. Its ability to successfully handle high-dimensional data and prevent overfitting via the use of ensemble learning
methods is the reason for its exceptional performance. An alternative that is particularly suited for predicting student
attrition is the model because of its resilience and flexibility to be used to a variety of educational settings.

Compar\sog;ﬁ)f Model Performance Metrics
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—— R
F1
Re

0C-AUC
0.86 B

0.84

0.82 0.82

Score

0.76

Logistic Regression Decision Tree Random Forest Neural Network KNN SVM
Model

Fig 4. Accuracy Comparison

5. CONCLUSION
According to the findings of this research, ensemble machine learning algorithms such as Random Forest have the
potential to accurately forecast undergraduate dropout rates. In order to do this, demographics, academics, consumer
behavior, financial matters, and economics are all investigated. The findings indicate that factors such as socio-
demographic characteristics, financial variables, and academic performance indicators are responsible for determining
student retention. In the field of educational data mining, the success of the Random Forest and Neural Network models
demonstrates the potential of sophisticated machine learning and its application. According to the findings of this study,
machine learning models have the ability to forecast student dropout rates, which enhances educational data mining.
This observation highlights the need of using a variety of data sources and sophisticated analytics in order to get insights
on student retention. Following in the footsteps of prior research and elaborating upon its findings, this study focuses on
the academic and economic factors that are involved in dropout prediction. The practical ramifications of the results lead
the efforts of educational institutions to retain students based on statistics. For the purpose of addressing the limits of
this study, further research should include more contemporary data, particularly qualitative data that captures the
multifaceted experiences of students. For the purpose of determining the characteristics that impact retention and
dropout rates, longitudinal studies of students would be conducted. The inclusion of psychological and health concerns
might be helpful in explaining the retention of students. In order to validate and enhance targeted therapies, it is possible
to investigate their effects in real-world settings by using model predictions. Additional research on the biases of
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prediction models and the assessment of models is required in order to guarantee that forecasts are accurate and fair.
By doing this study, we may be able to better understand how to retain students and enhance support systems in
subsequent studies.
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