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ABSTRACT 
Human Activity Recognition (HAR) is becoming increasingly important in healthcare as 
the volume of sensor data grows. Medical practitioners often struggle to quickly and 
accurately interpret this data to recognize physiological states. Machine learning and 
feature selection methods can help address this challenge by pinpointing essential 
features, thereby reducing processing time and enhancing accuracy. This paper 
introduces an Enhanced Recursive Feature Elimination (ERFE) method for refining 
feature selection in HAR prediction. Experimental results demonstrate that the ERFE 
method achieves an 88% classification accuracy, surpassing traditional approaches like 
LASSO, Random Forest (RF), and standard Recursive Feature Elimination (RFE). 
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1. INTRODUCTION 
Health is central to quality of life. Advances in healthcare research often yield new treatments, devices, and protocols. 
Human Action Recognition (HAR) contributes significantly to understanding physiological states and has broad 
applications in healthcare, wellness, and public safety. Traditional machine learning methods predict common behaviors 
like walking or running; however, this study focuses on recognizing nuanced states such as emotional, mental, and 
physical conditions. Feature Selection (FS) is essential in high-dimensional data sets, especially in HAR, where 
eliminating redundant features can simplify models and enhance efficiency. This paper presents the Enhanced Recursive 
Feature Elimination (ERFE) method, which identifies optimal HAR features with superior accuracy. 
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2. RELATED WORKS 
HAR has broad implications for human-computer interaction (HCI), elderly care, and healthcare monitoring. HAR 
methods generally use sensor-based, device-free, or device-worn systems, each suited to specific applications. For 
instance, smartphone sensors and wearables have shown promise in transportation safety and daily behavior 
recognition. Fang et al. utilized a k-NN classifier with RFE for action identification, demonstrating practical applications 
for public safety. Hsu et al. developed an inertial sensor-based HAR model with Non-parametric Weighted Feature 
Extraction (NWFE), achieving accurate classification of everyday behaviors. Chen et al. proposed BPSO for feature 
selection, validated with UCI datasets to enhance healthcare classification. These studies underscore the importance of 
effective FS in HAR, motivating the need for an improved RFE method. 
 

3. EXISTING FEATURE SELECTION TECHNIQUES 
HAR data is inherently high-dimensional, necessitating effective feature selection (FS) to isolate only the most relevant 
features for accurate prediction. Common FS techniques in this domain include: 
• LASSO (LEAST ABSOLUTE SHRINKAGE AND SELECTION OPERATOR): Reduces regression 

coefficients toward zero, thus effectively eliminating low-contribution features and helping to mitigate overfitting. 
• RANDOM FOREST (RF): A wrapper-based FS technique that leverages multiple decision trees to prioritize high-

impact features, offering robustness and interpretability in feature selection. 
• RECURSIVE FEATURE ELIMINATION (RFE): Uses backward selection to iteratively identify optimal feature 

subsets. While effective, standard RFE can be computationally intensive, which limits its scalability. The Enhanced 
Recursive Feature Elimination (ERFE) method introduced in this paper addresses this issue, offering a more efficient 
approach tailored for HAR data. 

ERFE reduces computational overhead while maintaining or improving predictive accuracy, thus making it a promising 
alternative in high-dimensional HAR applications. data is high-dimensional, making it essential to identify only the most 
relevant features. Common FS techniques include: 
 

4. OUTLINE OF THE WORK 
The HAR dataset from the UCI repository, containing 532 features, is preprocessed and fed into the Enhanced Recursive 
Feature Elimination (ERFE) model. ERFE selects the most relevant features, reducing dimensionality while retaining 
critical information. These selected features are then classified using supervised machine learning methods, leading to 
improved prediction accuracy and efficiency in recognizing physiological states.The general workflow is shown in    
Figure 1. 
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5. PROPOSED METHODOLOGY 
5.1 ENHANCED RFE (ERFE) 
ERFE improves on RFE by refining feature selection and computational efficiency. ERFE uses a brute-force selection 
process followed by a convergence bagging method, significantly reducing computational time shown in Figure 2. 

 
Figure 2: ERFE Method 

5.2 ERFE IMPLEMENTATION STEPS: 
1. LOAD DATASET: Preprocess the data to eliminate missing and redundant information. 
2. PERMUTATION AND MERGING: Reorganize data using brute-force and shuffle techniques. 
3. RF CLASSIFIER FOR FEATURE IMPORTANCE: Using decision trees, RF estimates missing values and 

selects essential features. 
4. BAGGING SCORE CALCULATION: Computes the absolute bagging score to rank features. 
5. GINI INDEX CALCULATION: Ranks features by importance, removing weak features. 
6. OPTIMAL FEATURE SELECTION: Identifies the best features for HAR classification using RF parameters 

(ntree, mtry, nodesize). 
 

6. CLASSIFICATION METHODS 

Figure 1: Outline of the Work 
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In this study, after applying the ERFE method to select the most relevant features from the high-dimensional HAR dataset, 
three supervised classifiers—Support Vector Machine (SVM), Naive Bayes (NB), and k-Nearest Neighbor (k-NN)—are 
used to categorize the data based on these selected features. The data is split into two sets: 70% is used for training, 
where the classifiers learn to recognize patterns in the ERFE-selected features, and 30% is reserved for testing, where 
the classifiers' predictive accuracy and performance are measured. By using the same ERFE-selected features across all 
three classifiers, this setup allows for a direct comparison of each classifier’s effectiveness in terms of accuracy, 
processing time, and suitability for HAR. This approach helps determine which classifier works best with the ERFE-
enhanced features, contributing to more efficient and accurate human physiological state recognition. 
 

7. PERFORMANCE EVALUATION RESULTS 
The ERFE approach accelerates model training and enhances accuracy. It selects the most effective subset of features, 
outperforming other methods. As shown in Figures 3-6, performance evaluation metrics such as accuracy and kappa 
indicate that ERFE combined with k-NN yields optimal results, with an overall accuracy of 88%. 

 
Figure 3: Performance Evaluation Result for Naive Bayes Classifier using ERFE Feature Selection Method 

 
Figure 4: Performance Evaluation Result for Support Vector Machine Classifier using ERFE Feature Selection Method 
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Figure 5 Performance Evaluation Result for k-Nearest Neighbour Classifier using ERFE Feature Selection Method 

 
Figure 6: Overall Performance Evaluation Result of Existing Classifiers using Proposed ERFE Feature Selection Method 

 
8. CONCLUSION 

In the conclusion, the study highlights the advantages of the Enhanced Recursive Feature Elimination (ERFE) method in 
improving feature selection for Human Activity Recognition (HAR) tasks. By focusing on selecting only the most relevant 
features, ERFE allows the machine learning models to train faster and with higher accuracy, addressing the challenges 
of high-dimensional HAR data. This selective approach also reduces model complexity, making it easier to interpret and 
reducing the likelihood of overfitting, where a model performs well on training data but poorly on new data. The results 
show that ERFE consistently performs better than established methods like LASSO, Random Forest (RF), and standard 
Recursive Feature Elimination (RFE). This consistent improvement suggests ERFE’s potential as a more effective 
approach for HAR prediction. For future research, the study suggests exploring ways to further optimize ERFE by 
integrating it with real-time data processing. This enhancement could make ERFE even more suitable for applications 
that require immediate or ongoing data analysis, such as continuous monitoring in healthcare and real-time surveillance. 
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