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ABSTRACT 
One important agricultural practice that greatly contributes to the world's food supply is 
the growing of tomatoes. However, choosing the right tomato varieties and accurately 
estimating their yields are difficult undertakings that depend on several variables, such 
as crop statistics, climate, and geography. Advanced machine learning approaches can be 
used to improve prediction accuracy, feature selection, and preprocessing to overcome 
these problems. To optimize tomato variety selection and yield prediction, this work 
investigates an integrated approach that uses improved preprocessing approaches for 
outlier and missing information, an advanced feature selection method, and a hybrid 
algorithm. 
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1. INTRODUCTION 
In Tamilnadu, India, tomatoes are one of the most extensively grown and significant crops from an economic 

standpoint. As seen in Fig. 1.1 [1], precise and timely crop production forecasts are essential for efficient planning and 
decision-making processes in the agricultural industry. Nonetheless, illnesses, pests, and climate change can all have a 
big influence on tomato production [2]. Researchers have looked into using several machine-learning algorithms for 
tomato yield prediction to overcome this difficulty. Planning requires accurate crop yield prediction [3]. The choice of 
tomato varieties is a major factor in crop productivity. Studies have indicated that choosing tomato breeding lines 
according to characteristics such as fruit weight and quantity of fruits per plant can result in high yield potential [4]. 
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Figure:1.1 Technology Advancement in Agriculture 

Furthermore, high-yielding tomato hybrid varieties that are ideal for growth under particular conditions can be 
identified by evaluating traits including plant height, leaf surface area, root weight, and fruit output per bush [5]. To 
increase agricultural production and guarantee food security, weather-based crop output prediction using machine 
learning models is essential [6]. Planning for agriculture, allocating resources, and ensuring food security all depend on 
accurate tomato yield predictions [7]. Promising strategies to improve the precision of these forecasts are provided by 
machine learning. To help farmers choose the best tomato varieties for maximum yield, a Tomato Crop Variety 
Recommendation System can be created with machine learning techniques and data analytics [8]. Through the 
incorporation of variables such as soil properties (nitrogen, phosphorus, and potassium), meteorological conditions, past 
crop performance, and market trends, this system can generate customized recommendations that are appropriate for 
certain agricultural situations [9]. By using sophisticated preprocessing and feature selection strategies, this work 
attempts to address typical issues in agricultural datasets and assess the accuracy of several machine learning models in 
forecasting tomato yield. The work is structured as follows: Section II addresses previous research on yield prediction 
and crop recommendation, with a focus on data handling challenges in agriculture. A thorough explanation of the 
suggested model for the aforementioned problems is provided in Section III. Comparing the outcomes of the suggested 
model with the previous research models is covered in Section IV. The paper in Section V finally came to an end. 

 
2. RELATED WORKS 

Crop recommender system that boosts farming productivity and sustainability by using machine learning to suggest 
appropriate crops, including tomato varieties, based on soil and meteorological data [10]. A machine learning-based 
decision support system is shown in [11] that advises farmers on the best crop to plant depending on weather and soil 
parameters such as temperature, humidity, rainfall, nitrogen, potassium, phosphorus, and pH of the soil. As a workable 
solution to balancing covariates whose distribution is anticipated to differ if the values are not missing entirely at 
random, stable balancing weights are shown in [12]. Discrepancy statistics can be employed to compare the density of 
imputed and observed values. For preprocessing, a modified imputation approach is proposed that outperforms popular 
imputation schemes such as mean imputation, regression, and Markov Chain Monte Carlo [13]. To improve agricultural 
practices and optimize crop selection, feature selection in crop data entails utilizing machine learning algorithms to 
detect important features such as weather and soil composition [14]. The importance of the best feature selection 
methods in machine learning algorithms for crop-related applications has been emphasized by several research. For 
example, a unique hybrid feature selection method that combined Grey Wolf Optimisation with Mutual Information and 
ReliefF filters showed improved results in crop mapping [15]. Furthermore, the accuracy of crop classification was 
greatly improved by the employment of spectral, index, and texture features in classification schemes in addition to 
random forest feature optimization [16]. This highlights the significance of feature selection in crop mapping 
applications. 
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3. PROPOSED METHODOLOGY 

The model that is suggested is shown in Fig. 3.1. The investigation starts with a thorough pretreatment of the data, 
which involves numerous imputations to handle missing values. Correlation-based feature selection is then used to 
determine which elements have the greatest impact on tomato yields. Lastly, the program forecasts the expected 
production and recommends an effective tomato variety that is appropriate for the specified soil and environment. 

 
Figure: 3.1. Proposed Model 

 
3.1.  DATASET 

The dataset contains attributes like soil properties, irrigation information, temperature, precipitation, and humidity, 
as well as historical yield data. gathered historical data on Tamilnadu tomato yield for the previous ten years. 
Temperature, precipitation, humidity, and solar radiation are all included in weather data. Data on soil consist of pH, 
organic matter, texture, and nutrient concentration. Crop data include the occurrence of pests and diseases as well as a 
range of performance. 

 
3.2. DATA PREPROCESSING 

The gathered agricultural data was preprocessed using a multi-stage method. Recursive Imputation and the outlier 
segregate algorithm (RIOS), which is based on prior estimations, are used to handle missing data. A statistical method 
called recursive imputations is used to deal with missing data. It involves splitting up a dataset into numerous complete 
datasets, analyzing each dataset independently, and then combining the results to get estimates that take the uncertainty 
caused by the missing data into account. This preprocessing step can be very important in the context of crop yield 
prediction to ensure the robustness of the subsequent analysis, particularly when working with big agricultural datasets 
that may have missing values for a variety of causes, such as unrecorded observations or failures of the soil type. The 
Filter is a technique that, given measurements taken over time that include statistical noise and other errors, yields 
estimates of some unknown variables. It changes estimates depending on fresh data and earlier estimations since it 
functions recursively. Moreover, imputation can assist in locating and fixing measurement mistakes, resulting in more 
accurate and dependable crop yield projections. Imputation can also help locate and resolve problems with the quality 
of the data, which can raise the analysis's overall accuracy and lower the possibility that false conclusions will be made. 

 
3.3. FEATURE SELECTION 

The hybrid technique has the potential to greatly improve machine learning model performance by identifying the 
most pertinent features from the data. By combining the advantages of both approaches, swarm intelligence with 
correlation-based feature selection (SICBFS) allows for effective and efficient feature selection. Algorithms with swarm 
intelligence are excellent at sifting through the search space and making use of the best results. This guarantees an 
exhaustive and efficient search for the ideal feature subset. Redundancy among features and relevance to the target 
variable are the two criteria used by CFS to assess feature subsets. This guarantees that the features chosen are non-
redundant and informative. This approach evaluates each feature's capacity for prediction as well as the degree of feature 
redundancy. The technique determines the value of a subset of features by taking into account each feature's unique 
predictive capacity as well as the degree of redundancy among them. By altering the fitness function (CFS score) and the 
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settings of the swarm intelligence algorithm, the method can be tailored to various data kinds and assessment standards. 
To determine the most pertinent tomato variety and yield predictors, SICBFS was used. 

 
3.4. CROP RECOMMENDATION WITH YIELD PREDICTION 

An enhanced variant of conventional multiple linear regressions is called Enhanced Multiple Linear Regression 
(EMLR). A statistical method for simulating the relationship between a scalar dependent variable and one or more 
independent variables is called enhanced multiple linear regression (EMLR). It has been demonstrated to offer notable 
accuracy in agricultural yield prediction and has been applied extensively. The ability to include several independent 
variables in multiple linear regression (MLR) makes it an excellent fit for the intricate, multidimensional nature of 
agricultural decision-making. 

In the context of tomato variety recommendation, the EMLR model can be represented as: 
Y = β₀ + β₁X₁ + β₂X₂ + ... + βₙXₙ + ε -- Equ 3.1 In Equ. 3.1: Y is the dependent variable (e.g., expected yield or a 

performance score) X₁, X₂... X are independent variables (environmental and agronomic factors) β₀, β₁, β₂... βₙ are the 
regression coefficients ε is the error term. 

Interpreting the effects of different elements on varied performance is made simple by EMLR models. Include 
categorical and continuous variables (using dummy coding). Because EMLR models are easy to compute, real-time 
applications can benefit from using them. Apply k-fold cross-validation, which has k-folds (usually 5 or 10). A similar 
technique called K-fold cross- validation is applied to assess machine learning models on a small sample of data. It's 
especially helpful in situations like predicting tomato yield, where there may not be as much data available and it's critical 
to utilize what is [17]. When predicting tomato yield—where environmental factors can vary greatly—this approach is 
especially helpful. to manage the variation in tomato yields caused by various growth environments or seasons as 
depicted in several folds. For tomato production prediction, k-fold cross-validation in EMLR can be used to create a more 
dependable and robust model that takes into account the inherent unpredictability of agricultural data. 

 
4. RESULT AND DISCUSSION 

The effectiveness of the deployed machine learning models is then carefully assessed using a range of common 
metrics, which offer a detailed evaluation of the prediction accuracy of the model. Examples of these metrics are Root 
Mean Square Error, Mean Absolute Error, and Coefficient of Determination. 

 
4.1. ROOT MEAN SQUARE ERROR (RMSE) 

The RMSE is a widely used metric to quantify the discrepancies between observed and predicted values in a model. 
The square root of the average squared discrepancies between the observed (actual) and anticipated values is measured 
by RMSE. A smaller RMSE denotes a better fit, and it indicates how closely the predicted values match the actual values 
[18]. 

  

 
 In Equ. 4.1: yi = observed values ŷi = predicted values n = number of observations 
 

4.2. MEAN ABSOLUTE ERROR (MAE) 
 The mean absolute difference (MAE) between the observed (actual) and expected values is computed. Without 

taking into account the direction of the errors, MAE calculates the average magnitude of errors in a set of forecasts. A 
lower MAE indicates more accurate predictions, and it provides an estimate of the size of the errors in a set of forecasts 
[19]. 

  
In Equ. 4.2 : yi = observed values ŷi = predicted values n = number of observations 
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4.3. COEFFICIENT OF DETERMINATION 

The percentage of the dependent variable's variation that can be predicted from the independent variables is 
expressed as R². Higher values suggest a better fit. The range is 0 to 1. Regression predictions that have an R2 of 1 fully 
fit the data [20]. 

 
In Equ. 4.3: SSres = Σ(yi - ŷi)² (Sum of squares of residuals) SStot = Σ(yi - ȳ)² (Total sum of squares) ȳ = mean of 

observed values. 
Table: 4.1 Comparison of Models based on the above Metrics 
Metrics EMLR RF DT LR 
RMSE 8.2 10.5 12.1 10.8 
MAE 6.7 8.4 9.5 8.6 

R2 0.85 0.78 0.75 0.77 

 
The comparison of the suggested models and the current models using the metrics of RMSE, MAE, and R2 is 

displayed in Table 4.1. The table clearly shows that EMLR performs better than the other models in each of the three 
metrics: it has the greatest R2, the lowest RMSE, and MAE. This suggests that out of the four models, EMLR offers the 
most precise and trustworthy forecasts. 

 
Figure: 4.1 Comparison of Models based on RMSE & MAE Metrics 

 
Fig. 4.1 shows a pictorial representation of model comparison based on RMSE and MAE. From the figure, it is clear 

that EMLR outperforms the other models in the above two metrics with the lowest RMSE and MAE of 8.2 and 6.7 
respectively whereas RMSE of RF, DT, and LR are 10.5, 12.1, and 10.8 respectively, and MAE of 8.4, 9.5 and 8.6 
respectively which is higher than the proposed model. 

 Fig. 4.2 shows a pictorial representation of model comparison based on R2. From the figure, it is clear that EMLR 
outperforms the other models with the highest R2 of 0.85 whereas RF, DT, and LR are 0.78, 0.75, and 0.77 respectively 
which is lower than the proposed model. 
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Figure: 4.1 Comparison of Models based on R2 Metrics 

 
5. CONCLUSION 

The findings could help academics, farmers, and legislators create more sensible plans for managing and producing 
tomatoes sustainably. A potent method for maximizing tomato variety selection and yield prediction is the combination 
of improved preprocessing techniques, sophisticated feature selection, and hybrid prediction algorithms. The results of 
this study show how sophisticated machine learning methods can be used to increase the precision and dependability of 
tomato yield predictions. This approach helps farmers make more informed decisions and increases prediction accuracy, 
which in turn leads to improved crop management and higher yields. The use of machine learning in agriculture will 
surely result in more effective and sustainable farming methods as it continues to advance. In the future, better insights 
into the genetic determinants impacting production and disease resistance can be obtained by combining genomic data 
of many tomato types. To suggest the most robust and productive cultivars, machine learning models can evaluate this 
genomic data in combination with climate and geographic information. 
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