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ABSTRACT 
Traffic congestion is a critical issue affecting urban areas globally, leading to significant 
economic and social costs. Predictive traffic flow analysis has emerged as a promising 
solution to mitigate congestion and enhance transportation efficiency. This paper 
proposes a machine learning approach for predictive analysis of traffic flow, leveraging 
the wealth of available data from various sources such as traffic sensors, GPS devices, and 
traffic cameras. This paper's approach integrates historical traffic data with real-time 
information to forecast future traffic conditions accurately. employ a combination of 
machine learning techniques, including supervised and unsupervised learning algorithms, 
to model the complex dynamics of traffic flow. Feature engineering techniques are applied 
to extract meaningful features from raw data, facilitating the training of predictive models. 
Furthermore, it explores the use of advanced deep learning architectures, such as 
recurrent neural networks (RNNs) and convolutional neural networks (CNNs), for 
temporal and spatial analysis of traffic patterns. These models are trained on large-scale 
datasets to capture intricate relationships among different variables influencing traffic 
flow. Harnessing the power of machine learning can pave the way for smarter, more 
efficient transportation systems that enhance mobility and reduce congestion in urban 
environments. 
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1. INTRODUCTION 
The escalating issue of traffic congestion has become a pressing concern for urban areas worldwide, imposing substantial 
economic burdens and societal challenges. As cities continue to expand and populations grow, the efficient management 
of traffic flow becomes paramount to alleviate congestion and enhance transportation systems' effectiveness. Predictive 
analysis emerges as a promising avenue to address these challenges by offering insights into future traffic conditions. 
Leveraging a plethora of data sources, including traffic sensors, GPS devices, and traffic cameras, a machine-learning 
approach can effectively forecast traffic flow dynamics. By integrating historical traffic data with real-time information, 
this methodology aims to provide accurate predictions, facilitating proactive measures for traffic management. 
The complexity inherent in traffic flow dynamics necessitates the utilization of a diverse range of machine learning 
techniques. Supervised and unsupervised learning algorithms are employed to capture the intricate relationships among 
various factors influencing traffic flow. Through meticulous feature engineering, meaningful insights are extracted from 
raw data, enabling the training of robust predictive models [13]. Additionally, the exploration of advanced deep learning 
architectures, such as recurrent neural networks (RNNs) and convolutional neural networks (CNNs), enables the 
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temporal and spatial analysis of traffic patterns. By leveraging large-scale datasets, these models can effectively discern 
nuanced relationships and patterns within traffic data [14] [15]. 
To evaluate the effectiveness of this approach, extensive experiments are conducted on real-world traffic datasets 
collected from urban road networks. Performance metrics such as prediction accuracy, precision, recall, and F1-score 
are utilized to assess the predictive capability of models. The results demonstrate significant improvements in traffic 
prediction accuracy compared to traditional methods, highlighting the efficacy of machine learning techniques in traffic 
forecasting. proposed framework offers valuable insights for transportation planners and policymakers to make 
informed decisions regarding traffic management and infrastructure development 
To evaluate the efficacy of the proposed approach, extensive experiments are conducted utilizing real-world traffic 
datasets obtained from urban road networks [16]. Performance evaluation metrics, including prediction accuracy, 
precision, recall, and F1-score, are utilized to assess the predictive capabilities of the models. The results underscore the 
significant advancements achieved in traffic prediction accuracy compared to conventional methodologies, emphasizing 
the potential of machine learning techniques in addressing traffic forecasting challenges [17]. 
The research endeavors to address several key questions regarding the application of machine learning techniques in 
the predictive analysis of traffic flow. Firstly, the study aims to investigate the effectiveness of supervised and 
unsupervised learning algorithms in capturing the complex dynamics of traffic flow. Specifically, it seeks to ascertain 
which machine learning models yield the most accurate predictions of future traffic conditions. Additionally, the research 
aims to explore the role of feature engineering techniques in extracting meaningful insights from raw traffic data and 
enhancing the predictive capabilities of the models. Furthermore, the study investigates the performance of advanced 
deep learning architectures, such as recurrent neural networks (RNNs) and convolutional neural networks (CNNs), in 
analyzing temporal and spatial traffic patterns. By addressing these research questions, the study aims to contribute to 
the advancement of predictive analysis techniques in the field of transportation engineering [19] [20]. 
The significance of this study lies in its potential to offer practical solutions to mitigate traffic congestion and enhance 
transportation efficiency in urban areas. By leveraging machine learning techniques for predictive traffic flow analysis, 
this research aims to provide transportation planners and policymakers with valuable insights for proactive traffic 
management. The study's findings can inform the development of intelligent transportation systems capable of 
accurately forecasting future traffic conditions, thereby enabling timely interventions to alleviate congestion and 
optimize traffic flow [21]. Moreover, the research contributes to the growing body of literature on intelligent 
transportation systems and underscores the efficacy of machine-learning approaches in addressing complex 
transportation challenges. Ultimately, the study aims to pave the way for the implementation of smarter and more 
efficient urban transportation systems that enhance mobility and improve the quality of life for urban residents. 
Machine Learning (ML) stands out as a vital component of Artificial Intelligence (AI), gaining significant traction across 
various fields. In recent years, it has emerged as a crucial area of research in transportation engineering, particularly in 
the realm of traffic prediction [22]. The ramifications of traffic congestion reverberate throughout a country's economy, 
impacting productivity, fuel costs, and individual time management. Given its universal impact, there's a pressing need 
for localized traffic forecasts to alleviate the frustrations associated with daily commutes. Prioritizing the smooth flow 
of traffic is paramount for fostering economic development and enhancing the overall quality of life for road users. 
Therefore, accurate traffic prediction models are indispensable for anticipating and managing future traffic patterns [23]. 
This research paper aims to explore various machine learning algorithms for predicting traffic flow, with a focus on 
reducing pollution and improving the country's economy. The government's investment in Intelligent Transportation 
Systems (ITS) underscores the importance of addressing traffic congestion. By employing Python programming through 
the command prompt window, the study seeks to streamline the process of traffic prediction, offering a more accessible 
approach compared to conventional methods often reliant on Anaconda software [18]. Through this research, the goal 
is to provide timely traffic predictions to users, aiding in navigating the increasingly challenging traffic conditions 
prevalent today. 
Many traffic data reports are updated in real-time, but they are not easily accessible or helpful for many users since must 
plan our routes ahead of time. For instance, in the course of a workday, one may want hourly or daily traffic statistics; 
yet, when traffic congestion arises, one must have a real-time traffic forecast to address the problem. The traffic 
congestion is caused by several things. By using two datasets—one from the previous year and the other from the most 
current year—it is possible to forecast this. When traffic reaches a critical level of congestion, one effective approach is 
to refer to data from the same time in the previous year. By analyzing historical patterns, it becomes possible to anticipate 
how severe congestion might be. However, it's crucial to note that the dynamics of traffic congestion can shift 
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dramatically, especially with fluctuations in fuel costs. Therefore, the objective of traffic prediction is to offer real-time 
insights into gridlocks and snarls. Given the increasingly intricate and unpredictable nature of urban traffic, conventional 
systems may not suffice. Hence, ongoing research in traffic flow prediction is pivotal for enhancing the capabilities of 
Intelligent Transportation Systems (ITS) and addressing the evolving challenges of urban mobility. To tackle the 
challenge of traffic congestion, machine learning-based traffic prediction models employ regression techniques and 
various libraries such as pandas, os, numpy, and matplotlib. pyplot is utilized [24]. These models aim to provide effective 
control over congestion while ensuring easy accessibility for users. By leveraging these tools, users can gather traffic 
flow data and assess congestion levels throughout the day, with hourly granularity. 
This approach empowers users to make informed decisions about their routes by considering factors like weather 
conditions and road conditions. Moreover, the accuracy of traffic predictions can be evaluated by comparing mean 
square errors between past and recent years' data. Additionally, users can gain insights into the average number of 
vehicles on the road through traffic prediction, further enhancing their understanding of traffic patterns and facilitating 
smoother navigation through congested areas. 
 

2. REVIEW OF LITERATURE 
Awan, Kwon, Abdulmajid, Riaz, and Shahlari Zvi introduce a novel deep stacking-based ensemble approach for short-
term traffic speed prediction. This innovative method leverages the power of deep learning techniques and ensemble 
learning to enhance the accuracy of traffic speed predictions [1]. The gap addressed by their work lies in the need for 
more effective methods to predict short-term traffic speed, crucial for traffic management and congestion avoidance. 
Their approach aims to bridge this gap by proposing a sophisticated ensemble framework that combines the strengths 
of various deep learning models, offering a more robust and reliable prediction solution. 
Hu Zhang, Shidong Liang, Yin Han, Minghui Ma, and Rongmeng Leng developed a bus arrival time prediction model 
incorporating signal control and traffic flow. They integrate machine learning with real-time traffic data to improve 
accuracy [2]. Their findings demonstrate enhanced prediction precision compared to traditional methods. The paper fills 
a gap in existing models by considering dynamic factors, advancing bus transportation efficiency. 
In their paper, Khalil, Safelnasr, Yemane, Kedir, Shafiqurrahman, and Saeed explore advanced learning technologies for 
Intelligent Transportation Systems (ITS). They delve into concepts like machine learning, deep learning, and 
reinforcement learning, applied to traffic management and vehicle routing [3]. Their findings highlight the potential of 
these technologies to optimize transportation systems but also reveal challenges such as data privacy and model 
interpretability. The paper addresses the need for further research to bridge the gap between theoretical advancements 
and practical implementation in ITS. 
In their paper, Hanan Abdullah Mengash, Abdulrahman Alruban, Nabil Sharaf Almalki, Ahmed Mahmud, and Mohammed 
Assiri introduce the Artificial Hummingbird Optimization Algorithm combined with Hierarchical Deep Learning for 
Traffic Management in Intelligent Transportation Systems (ITS) [4]. They explore the synergy between bio-inspired 
optimization techniques and deep learning for traffic optimization. Their findings demonstrate improved traffic flow and 
reduced congestion, leveraging the strengths of both approaches. The paper addresses a gap in ITS by proposing a novel 
hybrid algorithm that effectively tackles complex traffic management challenges, offering a promising avenue for future 
research and application. 
In their paper, Kai-Fung Chu, Albert Y. S. Lam, Ka Hotsoi, Zhiran Huang, and Becky P. Y. Loo present the Deep Encoder 
Cross Network for Estimated Time of Arrival (ETA). They introduce a novel architecture combining deep learning and 
cross-networking techniques to enhance ETA accuracy [5]. Their findings demonstrate significant improvements in ETA 
prediction, particularly in complex urban environments. The paper addresses a gap in existing ETA models by offering a 
more robust and adaptable approach, paving the way for more reliable real-time traffic management systems. 
In their paper, Xiangyuan Kong, Weiwei Xing, Peng Bao, Xiang Wei, Jian Zhang, and Wei Lu introduce STGAT, Spatial-
Temporal Graph Attention Networks for Traffic Flow Forecasting. They propose a model leveraging graph attention 
mechanisms to capture spatial-temporal dependencies in traffic data, improving forecasting accuracy [6]. Their findings 
demonstrate superior performance compared to traditional methods, particularly in handling dynamic traffic patterns. 
The paper addresses a gap in existing traffic flow forecasting models by effectively incorporating both spatial and 
temporal information, offering a promising solution for real-time traffic management systems. 
 
In their paper, Njoku, Nwakanma, Amaizu, and Kim explore the prospects and challenges of metaverse applications in 
data-driven intelligent transportation systems. They discuss the integration of virtual environments into transportation 
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analytics, addressing potential benefits and obstacles [7]. Their findings highlight the potential for immersive 
technologies to enhance data analysis and decision-making in transportation systems, yet reveal gaps in understanding 
the full implications and implementation challenges of metaverse integration. 
In their survey, Yuan, Da Rocha Neto, Rothenberg, Obraczka, Barakat, and Turletti explore the application of machine 
learning in next-generation intelligent transportation systems. They review various machine-learning techniques and 
their potential applications in improving transportation efficiency and safety [8]. Their findings highlight the 
effectiveness of machine learning in traffic prediction, anomaly detection, and route optimization. However, the survey 
also reveals a gap in the need for standardized datasets and evaluation metrics to facilitate comparison and 
reproducibility across different studies. 
In their survey, Veres and Moussa explore emerging trends in deep learning for intelligent transportation systems (ITS). 
They discuss key concepts such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs) applied 
to various ITS tasks. Findings highlight the effectiveness of deep learning in traffic prediction, anomaly detection, and 
autonomous vehicle control [9]. However, the survey also identifies a gap in the need for more research on the 
interpretability and robustness of deep learning models in real-world transportation scenarios. 
In their review, Ravi and Mamdikar examine intelligent transportation systems (ITS) technology. They discuss key 
concepts such as vehicle-to-vehicle communication, traffic management algorithms, and sensor integration. Findings 
highlight the role of ITS in enhancing road safety, reducing congestion, and improving transportation efficiency [10]. 
However, the review also identifies a gap in the need for more standardized protocols and interoperability among 
different ITS components to ensure seamless integration and operation. 
A machine learning approach is employed for predictive analysis of traffic flow, potentially incorporating techniques 
such as regression, decision trees, or neural networks. This contrasts with Veres and Moussa's survey, which primarily 
focuses on the emerging trends of deep learning in intelligent transportation systems (ITS) [11]. While deep learning has 
shown promise in various ITS applications, including traffic prediction, this study offers a broader perspective by 
considering a wider range of machine learning algorithms. By leveraging traditional machine learning techniques, the 
study could provide insights into the comparative effectiveness and efficiency of different predictive models for traffic 
flow analysis [12]. Additionally, this study contributes to bridging the gap between established machine learning 
methods and the rapidly evolving field of ITS, potentially offering complementary approaches to address transportation 
challenges. 
 

3. METHODOLOGY 
A lot of investigators have employed a variety of well-discussed methods. This article describes a method of leveraging 
many libraries, including OS, pyplot, Pandas, Numpy, and Keras, to forecast traffic using regression models. The amount 
of traffic congestion is increasing these days. Urban population growth, haphazard traffic signal scheduling, and a dearth 
of real-time data are some of the contributing factors. These days, traffic congestion has a very big impact. The Kaggle 
website provided the data used in this study for the Python 3 machine learning algorithm implementations that display 
traffic forecast outcomes.  
In the study, a systematic approach to data analysis is essential to ensure the accuracy and reliability of the predictive 
models. The data used in this research is sourced from various repositories, encompassing a wide range of traffic 
parameters such as vehicle counts, speeds, and congestion levels. The first step in the data analysis procedure involves 
data preprocessing, which includes cleaning the data to remove any inconsistencies, duplicates, or missing values. This 
step is crucial as it ensures the quality and integrity of the dataset, thereby enhancing the performance of the machine 
learning models. 
Data normalization is performed to standardize the range of independent variables, allowing the models to converge 
more quickly and perform better. This involves scaling the features so that they have a mean of zero and a standard 
deviation of one. Additionally, temporal features such as time of day, day of the week, and seasonal variations are 
extracted to capture the temporal dependencies in traffic patterns.  
Feature selection is another critical step in the data preprocessing pipeline. Given the complexity and high 
dimensionality of traffic data, it is important to identify and retain only the most relevant features that significantly 
impact traffic flow predictions. Techniques such as correlation analysis, mutual information scores, and recursive feature 
elimination (RFE) are employed to evaluate the importance of each feature [25]. This helps in reducing the 
dimensionality of the data, thereby improving the model's performance and interpretability.  
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Furthermore, advanced techniques like principal component analysis (PCA) may be used to transform the features into 
a lower-dimensional space, preserving the variance and essential information while eliminating redundant and noisy 
features. The selected features are then split into training and testing sets, ensuring that the model is evaluated on unseen 
data to assess its generalization capability. Through meticulous data preprocessing and feature selection, the study aims 
to build robust machine-learning models that can accurately predict traffic flow and contribute to more efficient traffic 
management systems. 
 
3.1Regression Model 
A regression model is a statistical technique used to understand the relationship between a dependent variable and one 
or more independent variables. It aims to predict the dependent variable's value based on the independent variables' 
values. In essence, regression analysis helps identify and quantify the strength and direction of the relationships between 
variables. It's commonly employed in various fields, including economics, finance, social sciences, and machine learning. 
The model assumes a linear or nonlinear relationship between the variables, which can be represented mathematically. 
Regression models provide valuable insights into predicting outcomes, understanding trends, and making informed 
decisions based on data analysis. 

 
Figure 1: Regression Model of Traffic Prediction 

 
A predicted value for the benchmark is obtained from the evaluation by adding the scalar vectors of the predictors. The 
mean square error is computed to determine the accuracy. So deriving the truth value, which is comparable to the 
standard deviation used in statistical approaches, and the predicted error from the actual value. The Regression model 
for the Traffic Prediction is displayed in Figure 1.  
JupyterLab is a popular web-based interactive development environment that facilitates data science, scientific 
computing, and machine learning workflows. Its versatility lies in its ability to integrate code, visualization, and 
explanatory text in a single document called a notebook. With support for multiple programming languages such as 
Python, R, and Julia, JupyterLab enables seamless experimentation, prototyping, and collaboration across different 
domains. Its rich ecosystem of extensions and plugins enhances functionality, offering features like version control 
integration, interactive widgets, and real-time collaboration [26]. JupyterLab’s intuitive interface and flexible 
architecture make it a preferred choice for data scientists, researchers, and educators seeking an efficient and interactive 
environment for their computational tasks. 
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One browser-based community development platform is JupyterLab. JupyterLab is an adaptable tool that can create and 
display user interfaces for a wide range of machine learning metadata. The current environment, Python3, is where 
JavaScript is used in Jupyter notebooks. The command line can be used to install or access this. To obtain access from the 
local drive, this is done. To install the Jupyter Notebook, a local host must first be built using the command prompt. This 
host is used to access the file, and many Python libraries and models are used to make the predictions.  
 
The provided data represents the real and predicted traffic ratios observed at one station across distinct time intervals 
Figure 2. Each time interval spans 500 hours from the beginning, with corresponding percentages indicating the 
proportion of traffic volume relative to the total. For instance, during the initial 0-500 hours, the real traffic ratio was 
27%, which was slightly underpredicted at 25%. Subsequent intervals showed fluctuations in both real and predicted 
traffic ratios, with the most significant disparity occurring in the 1500-2000hour interval, where the real traffic ratio 
peaked at 57% compared to a predicted ratio of 51%. Overall, these observations underscore the importance of accurate 
traffic forecasting methodologies for effective traffic management and resource allocation in transportation systems. 

 

 
Figure 2: The graphic represents station traffic projection based on the datasets. 

 
The study showcases notable advancements in predictive accuracy and computational efficiency. Unlike traditional 
methods, which often rely on simplistic models or heuristic approaches, the machine learning approach presented in this 
paper demonstrates superior performance in capturing nonlinear relationships and temporal variations in traffic flow. 
By surpassing the limitations of existing methodologies, such as limited scalability or reliance on static datasets, this 
research contributes to the growing body of literature on traffic prediction techniques. Overall, this study not only 
reinforces the efficacy of machine learning regression methods in traffic flow analysis but also underscores their 
potential for informing more effective transportation management strategies in real-world settings. 
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the dataset primarily consists of data from specific times of day, specific geographic locations, or particular weather 
conditions, the model's predictions may be biased or inaccurate when applied to different contexts. Additionally, 
incomplete or noisy data, such as missing values or inaccurately recorded information, could adversely affect the model's 
performance and reliability. 
Another limitation related to data preprocessing could be the challenge of feature selection and engineering. The 
effectiveness of the machine learning model heavily depends on the choice and quality of input features used for 
prediction. If the dataset contains redundant or irrelevant features. Furthermore, the preprocessing steps applied to the 
data, such as normalization, scaling, or outlier removal, may introduce unintended biases or distortions, impacting the 
model's generalizability and robustness 
While the study provides valuable insights and advancements in traffic prediction, it is essential to recognize several 
limitations inherent in the research. One primary limitation is the dependency on the quality and completeness of the 
available traffic data. Machine learning models, such as extreme gradient boosting (XGB), random forests (RF), and extra 
trees (ET), require extensive historical data to train effectively. Any gaps, inaccuracies, or biases in the dataset can 
significantly affect the model's performance and generalizability. Additionally, the data may not adequately capture all 
external factors influencing traffic flow, such as sudden weather changes, road construction, or special events, leading to 
potential inaccuracies in predictions. 
Another limitation lies in the inherent complexity of traffic systems and the challenge of capturing all relevant variables. 
While machine learning models can handle non-linear relationships and interactions between features, they may still 
struggle with the dynamic and highly variable nature of traffic flow. This is particularly true in urban environments 
where traffic patterns can change rapidly due to various unpredictable factors. Furthermore, traditional machine 
learning models often require substantial feature engineering to identify and incorporate the most relevant features, 
which can be a time-consuming and expertise-intensive process. Despite the robustness of ensemble methods like RF 
and ET, these models may not fully capture the spatial-temporal dependencies in traffic data, potentially limiting their 
predictive accuracy compared to more advanced deep-learning approaches. 
Moreover, the study's reliance on historical data for model training poses a challenge in adapting to real-time changes 
and anomalies. While the models can provide reliable predictions under normal conditions, they may not perform as 
well during unusual or rare events that deviate significantly from historical patterns. This limitation underscores the 
need for continuous model updating and the integration of real-time data sources to enhance the responsiveness and 
accuracy of traffic predictions. Lastly, computational constraints and the requirement for specialized hardware to handle 
large-scale data processing and model training can also pose significant challenges, particularly for more complex 
machine-learning models and extensive datasets. These limitations highlight the importance of ongoing research and 
development to address these challenges and improve the effectiveness of machine learning approaches in traffic flow 
predictive analysis. 
 

4. FUTURE WORK 
Addressing these limitations requires careful attention to data collection, curation, and preprocessing procedures. 
Employing diverse and representative datasets of various traffic conditions, locations, and temporal scales can help 
improve the model's predictive accuracy and generalizability. Additionally, thorough data preprocessing techniques, 
including feature selection, dimensionality reduction, and outlier detection, are essential for enhancing the quality and 
reliability of input data fed into the machine learning model. By addressing these challenges, researchers can mitigate 
potential biases and uncertainties associated with the dataset and preprocessing steps, thereby improving the overall 
effectiveness of the predictive analysis of traffic flow. 
The incorporation of real-time traffic data streams, such as GPS data from vehicles, traffic cameras, or sensor networks, 
into the predictive modeling framework. By leveraging up-to-date information on traffic conditions, the machine learning 
model can adapt more effectively to dynamic changes and improve the accuracy of traffic flow predictions. Explore 
advanced techniques for feature engineering to identify and incorporate additional factors influencing traffic flow 
dynamics, such as road infrastructure characteristics, traffic signal patterns, or socio-economic factors. Utilizing domain 
knowledge and innovative feature selection methods can help enhance the predictive capabilities of the machine learning 
model. 
Multimodal approaches combine data from various sources, such as traffic volume, speed, and vehicle trajectory data, to 
predict traffic flow more comprehensively. By integrating diverse data modalities, the model can capture the interactions 
and dependencies between different aspects of traffic behavior, leading to more accurate predictions. spatial-temporal 
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models that explicitly account for the spatial and temporal dependencies in traffic flow patterns. Techniques such as 
recurrent neural networks (RNNs) or spatiotemporal graph neural networks (ST-GNNs) can capture the sequential and 
spatial correlations in traffic data, enabling more accurate and context-aware predictions. Investigate methods for 
quantifying and incorporating uncertainty into traffic flow predictions. Uncertainty estimation techniques, such as 
Bayesian neural networks or Monte Carlo dropout, can provide probabilistic forecasts and enable decision-makers to 
assess the reliability of predictions in uncertain or ambiguous scenarios.The application of machine learning models for 
predictive analysis within smart transportation systems, where real-time data-driven decision-making plays a crucial 
role in optimizing traffic flow, reducing congestion, and improving overall transportation efficiency. 
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